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Abstract—Inductive-coupling is yet another 3D integration tech-
nique that can be used to stack more than three known-good-
dies in a SiP without wire connections. We present a topology-
agnostic 3D CMP architecture using inductive-coupling that offers
great flexibility in customizing the number of processor chips,
SRAM chips, and DRAM chips in a SiP after chips have been
fabricated. In this paper, first, we propose a routing protocol that
exchanges the network information between all chips in a given SiP to
establish efficient deadlock-free routing paths. Second, we propose its
optimization technique that analyzes the application traffic patterns
and selects different spanning tree roots so as to minimize the average
hop counts and improve the application performance.

I. I NTRODUCTION

Due to the increase in the design costs of custom System-on-
Chips (SoCs) in recent process technologies, System-in-Packages
(SiPs) or 3D ICs that can be used to select and stack necessary
known-good-dies in response to given application requirements
have become one of promising design choices. Various intercon-
nection techniques have been developed to connect multiplechips
in 3D IC packages: wire-bonding, micro-bump [1][2], wireless in-
terconnects (e.g., capacitive- and inductive-coupling) [3][4][5][6]
between stacked dies, and through-silicon via (TSV) [3][7]be-
tween stacked wafers. Many recent studies on 3D IC architectures
have focused on micro-bumps and TSVs that offer the largest
interconnect density. However, we consider inductive-coupling
that can connect more than three known-good-dies without wire
connections to be yet another 3D integration technique, because
it provides a large degree of flexibility in building target 3D ICs,
such as enabling chips in the package to be added, removed, and
swapped after the chips have been fabricated, similar to what is
done with building blocks.

We propose a novel wireless 3D Chip Multi-Processor (CMP)
architecture as a baseline, in which the numbers of processor chips
and cache chips in the same package can be customized for a
given application set. That is, if the application set requires more
cache capacity or bandwidth, we can add more cache chips to
satisfy such demands. If the target application set has morethread-
level parallelism, we can add more processor chips to improve
performance. Traditional wired Network-on-Chips (NoCs) are
used as intra-chip networks in the proposed wireless 3D CMPs,
while inter-chip communication is based on wireless inductive-
coupling. Since a wireless 3D CMP is a collection of various
chips provided by different vendors (e.g., memory, processor, and
GPU vendors), we cannot expect to know any pre-determined
network topology for intra-chip communications; this makes it
difficult to establish routing paths that are free from deadlocks in
such ad-hoc 3D CMPs.

We first propose a routing protocol that exchanges the network
information between all chips in a given 3D CMP to establish
efficient deadlock-free routing paths. We employ a spanning-
tree based routing algorithm, in which the average hop count
increases depending on the location of the roots of the spanning
trees embedded in the target network. To minimize the hop
counts, we then propose a technique of optimizing networks,
in which the traffic patterns of applications are analyzed and a
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Fig. 1. 2D and 3D CMP architectures.

different spanning tree root is selected for each message class to
minimize the average hop count and improve the performance of
applications.

The rest of this paper is organized as follows. Section II presents
the proposed wireless 3D CMP architecture. Section III proposes
a plug-and-play routing protocol for wireless 3D CMPs. Section
IV describes the results we obtained from evaluations and Section
V concludes the paper.

II. W IRELESS3D CHIP MULTI -PROCESSORS(CMPS)

A. Baseline 2D and 3D CMP Architectures

Figure 1(a) provides an example of a CMP. The chip is divided
into sixteen tiles, and each tile has a single processor (gray box) or
four shared L2 cache banks (white boxes), in addition to a single
on-chip router (red box). The main memory modules and their
controllers are connected to four edges of the chip (not shown
in the figure). These tiles are interconnected via their routers. As
all L2 cache banks are shared by all processors, a Static Non-
Uniform Cache Architecture (SNUCA) with a cache coherence
protocol was assumed in this work.

A natural extention of the baseline 2D CMP is the 3D CMP,
in which processors, SRAM, and DRAM chips are stacked in
a single package, and various organizations have investigated
[1][8]. 3D integration enables us to integrate multiple chips
fabricated with different process technologies (e.g., logic and
DRAMs) into a single package to reduce wire lengths, mitigate the
pin count problem, and improve performance. To connect them,
3D NoC architecture [9] is a promising solution as a scalable
communication infrastructure.

Most studies on 3D CMPs and 3D NoCs to date have assumed
micro-bumps or TSVs (i.e., wired solution) for their inter-chip
communication; none of these except [10][11] have focused on
the wireless approach, which offers a higher degree of flexibility to
add, remove, and swap chips after the chips have been fabricated.
Note [10] introduces a real implementation of inductive-coupling
based wireless 3D NoC and [11] proposes some communica-
tion schemes for wireless approaches (e.g., data compression),
although these works assume fixed regular topologies, such as
ring and4× 4× 2 mesh.



B. Wireless 3D CMP Architecture
Figure 1(b) outlines the proposed architecture for wireless 3D

CMP, where the baseline 2D CMP is divided into four chips, each
of which has four tiles, i.e., four processor tiles or four cache tiles.
Wired links are used for the horizontal network that connects the
four tiles on each chip, while wireless inductive-couplinglinks are
used for the inter-chip network that vertically connects four chips.
The memories and their controllers are connected to the bottom
chip (not shown in this figure). We have assumed this simple 3D
SNUCA to be the baseline for the sake of simplicity.

Three types of chips are illustrated in this figure. The bottom
(first) chip that consists of sixteen L2 cache banks is a cache
chip. The second and third ones that consist of two processors and
eight L2 cache banks are hybrid chips. The top (fourth) one that
consists of four processors is a processor chip. The performance
of applications is typically limited by either computational power
or memory bandwidth; thus applications can be classified into
those that are computation-bound and memory-bound. Depending
on the target application set, wireless 3D CMP using inductive-
coupling enables us to customize the numbers and types of chips
stacked in a package after the chips have been fabricated. For
example, more processor chips can be added for computation-
bound applications, while more cache chips will be useful for
memory-bound applications. This flexibility is attractive, because
designing a new mask pattern for each set of applications has
been too costly with recent process technologies.

C. Network Requirements for Wireless 3D CMP
A wireless 3D CMP is a collection of various hardware

components, such as processors, SRAMs, and DRAMs. They are
based on different process technologies and fabricated by different
vendors. As long as chips satisfy minimum requirements (e.g.,
performance, chip size, and vertical link pitches), their detailed
horizontal architecture (e.g., processors, memories, andhorizontal
NoC parameters) should be left up to each vendor. A key challenge
with wireless 3D CMPs is to stack such post-fabricated hardware
components, such as processors and memory chips, provided by
different vendors so that these components can cooperate with
each other with minimum design rules.

The following minimum design rules are required. To connect
two arbitrary chips vertically, 1) all chips must have inductors
at pre-determined locations. 2) The inductors are connected to
input and output ports of on-chip routers to form vertical links,
and 3) all the hardware components are topologically reachable
to at least an on-chip router that has a vertical link. Note that
inductors can be implemented with a common CMOS process
and their footprint is small, so the cost could be compensated
by the plug-and-play flexibility. In addition, the on-chip routers
support the plug-and-play routing protocol proposed in thenext
section.

If the above-mentioned rules are satisfied, we do not have to
expect any pre-determined network topology for each chip. For
example, one chip may have a mesh-based NoC while another
may have a ring-based NoC. In an extreme case, it is possible
to only have vertical links (i.e., no intra-chip links), if modules
on the same chip rarely communicate with one another. Their
communication in this case must go through another upper or
lower chip via vertical links. Such routing paths cannot be
expected to be known at the design time since a chip vendor
cannot know the topological structures of upper and lower chips.
Thus, conventional static routing strategies for NoCs are not
sufficient for wireless 3D CMPs.

III. PLUG-AND-PLAY ROUTING WITH SPANNING TREES
OPTIMIZATION

A plug-and-play routing protocol that exchanges the topology
and traffic information to establish efficient global routing paths

is proposed for wireless 3D CMPs to address these problems. The
routing paths are established based on spanning trees, which are
statically or dynamically optimized for given traffic patterns. Since
the network optimization phase is light-weight, it can be carried
out at any time if needed, for instance, when the configuration
of a SiP, applications running on the SiP, or input data for the
applications are changed.

A. Overall Procedure and Router Architecture

Routing paths are calculated by a single processor inside or
outside a 3D CMP, based on the topological information collected
from all chips. We assume that every vertical link controller has
topology information on its chips. This assumption is reasonable
since the horizontal information for chips is known a prioriand
can be embedded in the vertical link controller at the designtime.

The topological information on a 3D CMP is exchanged when
the system configuration is changed. Then, global routing paths
are established or updated if needed. The five steps in the proposed
procedure are given below.

• Routing computation node selection:A processor inside
or outside the 3D CMP is manually selected as a “routing
computation node.” It is in charge of the routing path
calculations and optimization. For example, node 7 has been
selected as a routing computation node in Figure 2.

• Topology request: The routing computation node sends a
“topology request” message (blue dotted line) to at least
one vertical link controller in every chip to collect all the
topological information.

• Topology reply: The vertical link controllers reply and send
their topological information (red solid line) to the routing
computation node. The topological information is repre-
sented by ann× n adjacency matrix, in which an element,
ai,j , represents a horizontal link between two vertical links,
i andj, on the same chip, wheren is the number of vertical
links in each chip. Figure 2 shows an adjacency matrix for
the bottom chip.

• Routing computation and optimization: The routing com-
putation node calculates the global paths with a deadlock-
free routing algorithm with the optimization techniques for
spanning trees discussed in Sections III-B and III-C.

• Routing table distribution: The routing computation node
distributes the routing table information to every router in the
3D CMP. The routing table information is routed along with
the horizontal dimension, then routed along with the vertical
one, as seen in Figure 3.

This detection-based approach is versatile for both regular and
irregular topologies. For example, if a target topology is 3D mesh,
the plug-and-play protocol can detect the topological regularity,
and it uses the regular routing (e.g., XYZ routing). The topology-
agnostic routing is used only when no topological regularity is
detected. This can avoid any performance degradation due tothe
topology-agnostic routing when the topology is regular.

Figure 4 illustrates the router and vertical link controller. The
router is a conventional VCT or wormhole router with routing
tables and traffic counters. It has some horizontal channelsde-
pending on a given topology. For example, the example router
has X-, Y+, and Y- channels while it does not have X+ channel.
It also has local channels connected to a local processor or caches
(not shown in this figure). Its vertical channels (Z+ and Z-) are
connected to TX or RX inductors. It maintains traffic counters
for dynamic network optimization (mentioned later) that simply
count the number of packets injected into each destination.

The vertical link controller is attached to the router. It has
horizontal topology information embedded at the time of design.
It is a simple state machine and is in charge of replying and



Fig. 2. Topology request and reply. Fig. 3. Routing table update. Fig. 4. Router and link controller. Fig. 5. Optimization flow

(a) Root node 0 (b) Root node 7

Fig. 6. Up*/Down* routing paths with different spanning tree roots.

Fig. 7. Optimization result. Red solid lines indicate spanning
tree for message class 0, while blue dotted lines indicate that
for message class 1.

sending topology information to the routing computation node
and updating the router’s routing table if needed.

B. Spanning Tree Based Routing Algorithm

To route packets on irregular wireless 3D NoCs, a topology-
agnostic routing algorithm without virtual channels is essential.
Up*/Down* routing avoids deadlocks in irregular topologies with-
out virtual channels, based on the assignment of direction (up or
down) to network channels [12]. Figure 6 has two examples of
spanning trees, each of which has a different spanning tree root
(node 0 or 7). A legal path must traverse zero or more channels
upward followed by zero or more channels downward to guarantee
freedom from deadlocks while maintaining network reachability.
For example, the red solid line in Figure 6(a) indicates a routing
path from nodes 2 to 5. This routing path uses two upward
channels followed by two downward channels.

Needless to say, the location of a spanning tree root significantly
affects the hop count and utilization of links. For example,the
routing path from nodes 2 to 5 in Figure 6(a) employs a non-
minimal path, because the minimal path is prohibited by the
spanning tree whose root is located at node 0; thus, four hopsare
required to send a packet. However, the minimal path in Figure
6(b) is allowed by the spanning tree whose root is located at node
7; thus, only two hops are required.

C. Spanning Trees Optimization

Two levels of granularity are proposed to optimize spanning
trees: message-class-level and finer-level optimizations. The fre-
quency of optimization and its impact are also discussed.

Message-class-level optimization:A message class is a
group of messages that can share the same virtual channel without
introducing protocol deadlocks. Up*/Down* routing generally
does not require any virtual channels to avoid structural deadlocks.
However, we have assumed a shared cache CMP architecture,
in which a cache coherence protocol is running on the NoC.
Since such cache coherence protocols typically induce end-to-
end or request-and-reply protocol deadlocks, they are divided
into multiple message classes, each of which uses one or more
dedicated virtual channels, to achieve freedom from deadlocks.

Table I summarizes an example of virtual channel assignment
for a directory-based cache coherence protocol. Three virtual
channels are used for the protocol messages so that no end-to-
end protocol deadlocks are induced. The network resources (i.e.,

TABLE I
ASSIGNMENT OF VIRTUAL CHANNELS(VCS) FOR A CACHE COHERENCE

PROTOCOL.

Message class 0 Requestfrom {L1$} to {L2$ bank}
(VC0) Requestfrom {L2$ bank} to {L1$}

Message class 1 Requestfrom {L2$ bank} to {directory controller}
(VC1) Requestfrom {directory controller} to {L2$ bank}

Message class 2 Responsefrom {L1$ or directory} to {L2$ bank}
(VC2) Responsefrom {L2$ bank} to {L1$ or directory}

buffers) of one virtual channel and those of another virtualchannel
are logically separated and do not introduce any cyclic dependen-
cies between them; thus, we can assign different spanning trees
to them, depending on their traffic patterns. For example, request
messages from L1 caches (i.e., processors) to L2 cache banks
move in the opposite direction of the reply messages from the
L1 caches to the L2 caches. Since Up*/Down* routing introduces
non-minimal paths and imbalanced link utilizations depending on
the spanning tree roots and traffic patterns, their optimal spanning
tree roots that can minimize the hop count will be different.Thus,
an optimal spanning tree root should be selected for each message
class to improve performance.

Finer-level optimization:It is possible to use multiple span-
ning trees or virtual channels for a certain message class. That
is, an optimal combination of multiple spanning trees that can
minimize the hop count can be assigned to a message class. The
best spanning tree among them is selected for routing, depend-
ing on the source and destination pair in this case. Moreover,
such a scheme of multiple spanning trees provides additional
opportunities to further reduce the hop counts by virtual channel
transitions at intermediate nodes. For example, a packet isfirst
routed to an intermediate node along with a spanning tree (VC0),
and then it is routed to the destination with another spanning tree
(VC1). Note that such transitions in virtual channels should be
done so that no cyclic dependencies between multiple spanning
trees are introduced, e.g., VC transitions are allowed onlyeither
in ascending or descending order [13] (e.g., VCi 7→ VCi−1 7→
VCi−2). We will evaluate the assignment of two spanning trees
for each message class (called Irr6(min)) in Section IV-C.

Optimization flow: Figure 5 outlines the optimization flow
for spanning trees. First, the traffic patterns of applications on a
target 3D CMP are pre-analyzed with system-level simulations or
analyzed at run-time for a certain time period to generate a traffic
trace. Then, an optimal spanning tree root is selected for each
message class to minimize the average hop count of the trace and
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Fig. 8. Example of hop count distribution with different spanning tree roots (IS application on 64-tile CMP).

improve the execution time for the application; toward thisend,
we use the following cost function:

Cost =
∑

s

∑

d

Ws,dHs,d, (1)

whereWs,d denotes the number of packets from source routers
to destination routerd in the trace andHs,d denotes the hop
count from s to d. Figure 7 shows an example of optimized
spanning trees for a 16-tile 3D CMP that defines just two message
classes for the sake of simplicity. Packets that belong to message
class 0 are routed based on the red spanning tree whose root is
node 13, while those belonging to message class 1 are routed
based on the blue dotted spanning tree whose root is node 2.
Note that this cost function only takes into consideration spatial
locality, to fit run-time light-weight optimization of spanning
trees. A more sophisticated cost function that takes into account
temporal locality or traffic burstiness is also possible foroff-line
optimization of spanning trees.

Optimization frequency:The time to calculate the best span-
ning tree root for each message class is short. The calculation
time for target wireless 3D CMPs with three message classes
(see Section IV-A) is 0.008sec for 8-tile, 0.020sec for 16-tile,
0.315sec for 32-tile, and 9.376sec for 64-tile with an AMD
2.7GHz Opteron processor. Thus, it is possible to optimize routes
at every boot time so that routing paths can be customized forthe
latest characteristics of applications. More frequent or run-time
optimization of routes is also possible if the system has spare
or escape virtual channels to remove cyclic dependencies formed
across previous and next spanning trees. Dynamic reconfiguration
schemes for interconnection networks, such as the Double scheme
[14], can be used for this purpose.

Impact of spanning trees optimization:Figure 8 has an
example of hop count distributions in a 64-tile wireless 3D CMP
when the location of the spanning tree root is varied from nodes 0
to 63. Detailed parameters for the simulations and the evaluation
environments will be presented in Section IV-A. There are three
message classes each of which uses a single virtual channel
in the network. For example, in the message class 0 (Figure
8(a)), the best spanning tree root that minimizes the hop count
is node 31 and its average hop count is 6.49, while the worst
spanning tree root is node 60 and its hop count is 8.99. There
are significant differences in hop counts between Min and Max
in all message classes. The proposed technique of optimizing
spanning trees is significant because the optimization of routes
enables us to “always” select the best spanning tree root that
minimizes the hop count for each message class. We will explain
performance benefits obtained with the optimization of spanning
trees in Section IV-C.

IV. PRACTICAL CONSIDERATIONS ANDEXPERIMENTAL
RESULTS

The proposed plug-and-play routing protocol for wireless 3D
CMPs is denoted an “irregular approach” since it can cope

TABLE II
IRREGULAR TOPOLOGIES TO BE TESTED(PARAMETERS).

Topology #routers #CPUs #L2$ banks #Memories
8-tile (2,1,4) 8 4 16 2
16-tile (2,2,4) 16 4 32 4
32-tile (4,2,4) 32 8 64 8
64-tile (4,4,4) 64 8 128 16

TABLE III
SIMULATION PARAMETERS (PROCESSOR, MEMORY, AND NETWORK).

Processor UltraSPARC-III
L1 I/D cache size 64 KB (line:64B)
L1 cache latency 1 cycle

L2 cache bank size 256 KB (assoc:4)
L2 cache latency 6 cycle

Memory size 4 GB
Memory latency 160 (± 2) cycle
Router pipeline [RC/VSA][ST][LT]

Buffer size 5-flit per VC (default)
Flit size 128 bit
Protocol MOESI directory

# of message classes 3 (see Table I)
Control / data packet size 1 flit / 5 flit

with any ad-hoc topologies that meet the minimum design rules
stated in Section II-C. The prototype system of inductive-coupling
reported in [10], on the other hand, uses a single ring-based
topology, which significantly limits scalability; thus, the irregular
approach is compared with 3D mesh networks instead of ring.

A. Target CMP Architecture and Evaluation Environments

Table II summarizes the configurations for 8-tile, 16-tile,32-
tile, and 64-tile wireless 3D CMPs. Topology(x, y, z) denotes a
wireless 3D CMP that consists ofz chips where each chip consists
of x×y tiles. The number of chipsz is fixed at four in the irregular
approach, while their sizes correspond to (2,1), (2,2), (4,2), and
(4,4) for 8-tile, 16-tile, 32-tile, and 64-tile CMPs.

Table III lists the processor and network parameters. We used a
full-system CMP simulator that combines GEMS [15] and Wind
River Simics [16] to simulate the wireless 3D CMPs. We modified
a detailed network model of GEMS to accurately simulate the pro-
posed plug-and-play routing protocol. A directory-based MOESI
coherence protocol that defines three message classes was used.

We used ten parallel programs from the OpenMP imple-
mentation of NAS Parallel Benchmarks (NPB) to evaluate the
performance of applications in these communication schemes on
the wireless 3D CMPs. Sun Solaris 9 operating system (OS) was
running on the CMPs. These benchmark programs were compiled
with Sun Studio 12 and were executed on Solaris 9 OS. The
number of threads was set to four or eight, depending on the
number of processors (e.g., four threads for 8-tile CMP).

B. Random Generation of Irregular Topologies

A wireless 3D CMP is a collection of various chips whose hori-
zontal architecture is not known by individual chips; the proposed
plug-and-play routing protocol can cope with such irregularities.
One thousand irregular topologies were randomly generatedfor
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(c) 64-tile
Fig. 9. Hop count distribution of randomly generated topologies. 8-tile results have been omitted due to page limitations.Average hop count in this case is 2.29.

each CMP configuration to evaluate the irregular approach so
that each horizontal link appeared with 50% probability while
each vertical one appeared with 100%. This is because all chips
must have vertical links at pre-specified locations as defined in
the minimum design rules, while they can use an arbitrary or
customized topology for their intra-chip network. Note that a
network topology that has all horizontal and vertical linksis 3D
mesh here, in which packets are routed with dimension-order
routing (i.e., XYZ routing).

Figure 9 shows the hop count distribution of 1,000 randomly
generated topologies for 16-tile, 32-tile, and 64-tile wireless 3D
CMPs. Out of 1,000 trials for each network size, a network that
had the closest hop count value to the average was selected
for full-system CMP simulations. Communication latency typi-
cally and significantly affects the performance of applications on
shared-memory CMPs. Thus, it is a good approximation where
a network configuration that has the closest hop count value to
the average represents the average performance of applications
for 1,000 trials. For example, a network configuration whosehop
count is 2.93 has been selected for the full-system simulations of
the 1,000 random topologies in the 16-tile configuration.

C. Performance Improvements by Spanning Trees Optimization
One or more spanning tree roots are selected with the proposed

technique of optimizing spanning trees for each message class
of applications using the cost function (Equation 1) to minimize
the average hop count. Four configurations are compared to find
improvements to performance by optimizing spanning trees.

• Irr3(max): The worst spanning tree root that maximizes
Cost is selected for each message class of each application.

• Irr3(min): The best spanning tree root that minimizesCost
is selected for each message class of each application.

• Irr6(min): The best pair of spanning tree roots that min-
imizes Cost is selected for each message class of each
application. Six VCs are used in total.

• Irr(ideal): Minimal paths without Up*/Down* restrictions
are selected. They may cause deadlocks.

Figure 10 shows the hop counts for NPB applications with
Irr3(max), Irr3(min), Irr6(min), and Irr(ideal). Again, if we can
take into account the traffic patterns, we can always use the best
routing path set. We can reduce the hop counts by up to 31.4%
in the 64-tile case compared to the worst case. Also, we found
that more than two spanning tree roots for each message classcan
further reduce the hop counts, but the benefits are small compared
to the additional hardware cost of virtual channels. Thus, asingle
spanning tree root is sufficient for each message class in theCMPs
that have 16 and 64 tiles.

Finally, Figure 11 shows the execution time for NPB applica-
tions with Irr3(max), Irr3(min), and 3D Mesh. 3D Mesh has 100%
of horizontal links, while the irregular approach has only 50% of
horizontal links. As can be seen, by taking into account traffic
patterns, we can always use the best routing path set, and we can
reduce the application execution time by up to 15.1% compared

to the worst case. In addition, performance gap between Irr3(min)
and 3D Mesh is much smaller than that between Irr3(min) and
Irr3(max). These can be achieved with the run-time optimization
of spanning trees with a light-weight cost function.

D. Energy Consumption

The irregular approaches with the optimization of spanning
trees were evaluated in terms of the average energy consumption
needed to transmit a single flit from the source to destination
nodes. They are also compared with 3D Mesh. This energy per
flit can be estimated as

Eflit = w(E1hop
routerhrouter + E

1hop
hlinkhhlink + E

1hop
vlinkhvlink)

= w(Erouter + Ehlink + Evlink). (2)

Here, w represents the flit-width.hrouter, hhlink, and hvlink

represent the number of routers, horizontal links, and vertical links
traversals on average.E1hop

router, E
1hop
hlink, and E

1hop
vlink correspond

to the energy consumed by transmitting single bit data via a
router, a horizontal 2mm link, and a vertical link (i.e., inductor).
The E

1hop
router was set to 0.20pJ in this evaluation, based on the

post-layout simulations of on-chip routers when a 65nm CMOS
process with a 1.2V supply voltage was used. TheE

1hop
hlink was set

to 0.43pJ, assuming that a semi-global interconnect whose wire
capacitance was 0.20pF/mm (from ITRS 2007) was used for the
2mm horizontal links with repeaters inserted. FinallyE

1hop
vlink was

set to 0.14pJ from [5].
We calculated the(Erouter + Ehlink + Evlink) values of

Irr(max), Irr(min), and 3D Mesh based on the hop count values
(i.e.,hrouter, hhlink, andvlink) of all applications extracted from
the full-system simulation results. Figure 12 shows the results
obtained from evaluation, in which each bar represents itsErouter,
Ehlink, and Evlink from the bottom. As shown, the irregular
approach with the best spanning tree (Irr3(min)) reduces the
energy consumption by up to 24.9% compared to that of the
worst spanning tree. In addition, energy efficiency of Irr3(min)
is relatively close to that of 3D Mesh that has twice number of
horizontal links.

V. CONCLUSIONS

As future wireless 3D CMPs, we assume that chips (card-
style computer components) are inserted to a micro cartridge that
provides only power and clock pins to the chips. Packets are
transferred between the chips wirelessly without going through the
cartridge which typically limits the bandwidth due to pin-count
limitation. Since card-style computer components are inserted
when needed, we cannot expect any pre-determined topology for
the system. Toward this end, we proposed a plug-and-play routing
protocol that was able to cope with the irregularity of wireless
3D CMPs. The proposed routing protocol exchanges network
information between all chips to establish routing paths that are
free from deadlocks based on spanning trees. This approach is
specific to inductive-coupling based 3D NoCs, and it is pointless
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Fig. 10. Hop counts for irregular approach with different spanning trees. Each bar consists of hop counts for message classes 0, 1, and 2, starting from the bottom.
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Fig. 11. Application execution times of 3D Mesh and irregularapproaches with different spanning trees.
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Fig. 12. Energy consumptions of 3D Mesh and irregular approaches with different spanning trees. Each bar consists ofErouter , Ehlink, andEvlink, starting from
the bottom.

for TSV-based 3D chips since the network topology is fixed at
design time and never changed afterwards in wired 3D systems.
In addition, we proposed a new technique of optimizing spanning
trees that selects the best spanning tree root for each message
class to minimize the average hop count and reduce the applica-
tion execution time. Full-system CMP simulations using parallel
applications revealed that the proposed technique of optimizing
spanning trees improves the application performance and energy
consumption by up to 15.1% and 24.9%, respectively.
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