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Abstract

Three-dimensional Network-on-Chip (3-D NoC) is an
emerging research topic exploring the network architecture
of 3-D ICs that stack several smaller wafers for reducing
wire length and wire delay. Although the network topology
of 3-D NoC has been explored for a couple of years, there
is still only a narrow range of choices.

In this paper, we propose a class of 3-D topologies called
Xbar-connected Network-on-Tiers (XNoTs), which consist
of multiple network layers tightly connected via crossbar
switches. To make the best use of the short delay and high
density of inter-wafer links, XNoTs topologies have cross-
bar switches that connect different layers and their cores.
The planar topology on every layer can be independently
customized so as to meet the cost-performance require-
ments, as far as network connectivity is at least guaranteed
with the bottom layer. We also propose their routing al-
gorithm, which guarantees deadlock-freedom by restricting
the inter-layer packet transfer from a lower-numbered layer
to a higher-numbered layer. Path sets at the bottom layer
close to the heat sink of the chip can be selectively employed
in order to mitigate the heat-dissipation problem of 3-D ICs.
Several forms of XNoTs topologies including meshes, tori,
and/or trees are created, and they are evaluated in terms
of performance, cost, and energy consumption. As a result,
we show that even with the flexibilities mentioned above,
XNoTs achieve at least as high throughput as existing 3-D
topologies for equivalent chip sizes.

1 Introduction

Network-on-Chips (NoCs) have been studied to con-
nect a number of processing cores on a single chip by in-
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Figure 1. 2-D IC (left) and 3-D IC (right)

troducing a network structure similar to that of parallel
computers[4]. They have been utilized not only for high-
performance microarchitectures but also for cost-effective
embedded devices used in consumer equipment such as
set-top boxes or mobile wireless devices. Such embed-
ded applications often demand very tight design constraints
in terms of cost and performance; thus the silicon budget
available for their on-chip network infrastructure should be
modest as long as the required performance is met. NoC ar-
chitecture provides a wide design space including network
topology, routing algorithm, and router architecture, all of
which affect the system performance at the expense of dif-
ferent amounts of network resources; therefore the network
architecture for such embedded applications should be care-
fully selected so as to meet the requirements.

The current concept of NoCs is being extended to ICs
that have three-dimensional structures, and it is expected to
mitigate the wire delay, which is increasingly posing severe
problems to modern VLSI design. One of the attractive so-
lutions to the wire delay problem is three-dimensional IC
technology that stacks multiple wafers or dice using verti-
cal interconnects[2, 6, 7, 12]. Figure 1 shows examples of
a 2-D IC and a 3-D IC that has equivalent resources to the
planar one. Obviously, size of each tier (a tier refers a wafer
or a die in a 3-D IC) can be downsized according to the
number of tiers stacked together. Assuming that four tiers



are stacked in a 3-D IC as shown in the figure, each wafer
area is reduced into 1/4 and the length of the longest wire in
a wafer becomes 1/2 compared with the planar one. Since
the wire delay is related to the square of the wire length, the
maximum delay becomes 1/4 and the number of repeaters
can be reduced as well.

Various 3-D interconnect approaches have been pro-
posed: wire-bonding between stacked chips, microbump
technology[2], contactless (i.e., wireless), and through-via
between stacked wafers[6, 7]. In this paper, we assume
through-wafer via technology, which is expected to of-
fer both very high density of vertical interconnects and
very short distance between wafers. The distance between
wafers can range from 5µm to 50µm[12], which is much
shorter than the wire length between cores on a tier, and the
pitches of a through-wafer via can range from 1µm to 10µm
square[6, 7, 12], depending on the manufacturing process
such as wafer-to-wafer alignment. Although the size of a
through-wafer via is smaller than those of other approaches
(e.g., wire-bonding), it is still large compared with horizon-
tal wire pitches. Thus, we need to take account of the area
overhead required for the vertical interconnects when we
design a topology for 3-D NoCs.

Three-dimensional NoC is an emerging research topic
that explores the network architecture of 3-D ICs. Al-
though their network topology has been explored for a cou-
ple of years and 3D-meshes[1] and vertical buses[12] have
been used, there is still only a narrow range of choices.
In this paper, we propose a class of 3-D topologies called
Xbar-connected Network-on-Tiers (XNoTs), which consist
of multiple network layers tightly connected via crossbar
switches. To make the best use of the short delay and high
density of inter-tier links, XNoTs topologies have cross-
bar switches that connect different tiers and their cores,
and each tier can be independently customized so as to
meet the cost-performance requirements. We also propose a
deadlock-free routing algorithm for XNoTs. Several forms
of XNoTs topologies including meshes, tori, and/or trees
are created, and they are evaluated in terms of performance,
cost, and energy consumption. Their pros and cons are dis-
cussed based on the evaluation results.

The rest of this paper is organized as follows. Section
2 surveys on-chip and 3-D network topologies. In Sec-
tion 3, we provide a definition of XNoTs, typical exam-
ples of XNoTs, and a deadlock-free routing algorithm on
them. Several forms of XNoTs are evaluated in Section 4,
and conclusions are derived in Section 5.

2 Network Topologies

Figures 2(a)-2(e) show typical on-chip network topolo-
gies with 16 cores, where a white circle represents a net-
work interface of the core and a shaded square represents a
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Figure 2. Typical network topologies

router connecting other routers or network interfaces. They
have different numbers of routers, different link lengths,
and different numbers of ports per router, all of which af-
fect throughput, amount of hardware for network resources,
and energy consumption; thus a network topology should
be carefully selected so as to meet the requirements of the
target application.

Network topologies can be classified into direct net-
works or indirect networks. A direct network consists of
directly interconnected nodes (or tiles), each of which has a
processing core, a router, and a network interface (NI). On
the other hand, the router and core are separated in the case
of an indirect network. That is, nodes consisting of a pro-
cessing core and an NI are indirectly connected via routers.
Typical direct and indirect networks are introduced here.

2.1 Direct Networks

Mesh and torus are popular in the microarchitecture do-
main, because their grid-based regular arrangement intu-
itively matches the two-dimensional VLSI layout. 2D-mesh
based interconnects have been widely employed in 2-D mi-
croarchitectures (e.g., MIT RAW[15] and TRIPS Edge[3]).



As for the 3-D microarchitecture, 3D-mesh is a straight-
forward topology simply extended from 2D-mesh and it is
expected to achieve good performance. However, as au-
thors in [12] observed, 3D-mesh does not fully exploit the
benefits of a 3-D microarchitecture because of the follow-
ing reasons. 1) Compared with a router in 2D-mesh, one in
3D-mesh requires two additional channels for vertical con-
nections (i.e., up and down), which require a larger crossbar
switch and more channel buffers. 2) Tiers can be stacked
very closely and latency for moving between tiers would
be much smaller than that for core-to-core communications
within a tier; therefore it is not necessary to buffer the flits
at a router in every tier when they move vertically.

We propose a class of 3-D topologies that use crossbar
switches for connecting different tiers and cores, in order
to make the best use of the high-bandwidth of inter-wafer
links. Since different tiers and several cores are connected
via a crossbar switch, average hop count would be reduced,
resulting lower energy consumption.

2.2 Indirect Networks

Tree-based topologies are typical examples of indirect
networks. As well as mesh and torus, constant attention has
been focused on tree-based ones, because of their relatively
short hop-count that enables lower latency communication
compared with mesh or torus.

As shown in Figure 2(c), every router in H-Tree has one
upward and four downward connections, except for the root.
Although H-Tree would be placed on a square die of a VLSI
chip, the topology is equivalent to a simple tree, so it still
has a common weak point of a tree. That is, links or routers
around the root of the tree are frequently congested.

To mitigate the congestion around the root of the tree,
Fat Tree increases the number of connections toward the
root[11]. As illustrated in [11], various forms of Fat Tree
can be created, and they can be expressed with a tuple
(p, q, c), where p is the number of upward connections, q
is the number of downward connections, and c is the num-
ber of upward connections that each core has. Figure 2(d)
shows a Fat Tree (2,4,1), in which each router (except for
top-rank routers) has two upward and four downward con-
nections, and each core has one upward connection. SPIN
architecture employs a very rich one labeled with (4,4,1),
which means every router has four upward connections
(Figure 2(e)). Note that a Fat Tree (1,4,1) is identical to
the H-Tree mentioned above.

To the best of our knowledge, tree-based topologies have
not been studied for 3-D NoCs, but the 3-D topologies pro-
posed in this paper can include such trees. Another class
of indirect networks is generated by replacing the directly
connected links of n-dimensional mesh into crossbars. Fig-
ure 2(f) shows such networks, called base-m n-cube[14] or

Hypermesh[13]. In these networks, each node has a router
for the n-dimensional connection, and for each dimension,
a crossbar is provided to connect all links from the routers.
Since the interconnecting capability of a crossbar is much
higher than that of the directly connected links, this class
of topology can achieve wider bandwidth and lower latency
compared with corresponding direct networks. 3-D hyper-
crossbar (base-m 3-cube) fits the 3-D implementation.

The defect of this class of topology is the large amount
of hardware required for a large number of crossbars with
a lot of ports, when the size becomes large. Only super-
computers (e.g., CP-PACS and Hitachi’s SR8000) that al-
low an expensive interconnection can use it. The only ex-
ception is the interconnection used in CPLD (Complex Pro-
grammable Logic Device), since extremely low-cost static
crossbars without any buffers and arbiters can be used in
such a programmable device.

3 Xbar-connected Network-on-Tiers

In this section, we propose a class of 3-D topologies
called Xbar-connected Network-on-Tiers (XNoTs), which
consist of multiple network layers tightly connected via
crossbar switches. Each network layer can adopt an arbi-
trary topology (direct or indirect), whereas the network lay-
ers and cores are indirectly connected via crossbar switches.

3.1 Definition

Before defining of XNoTs, we define general networks
on 3-D ICs as Network-on-Tiers.

Definition 1 A Network-on-a-Tier (NoT) is a planar on-
chip network built on a tier, and it has inter-tier links for
connecting to the other tiers.

Figure 3 shows a mesh-based NoT consisting of four
routers and four partitioned cores. Each core has two-
dimensional coordinates (x, y), and each router has an inter-
tier link. We call such a router a “tier router”.

Three-dimensional coordinates (x, y, z) are assigned to
each core on a 3-D NoC, as shown in Figure 4.

Definition 2 On the n-stacked NoTs, the pillar (x, y) is a
set of inter-tier links placed on all cores which have the co-
ordinates (x, y, z), where 0 ≤ z < n.

Figure 4 shows an example of a three-stacked NoTs with
four pillars.

Definition 3 An n-stacked Xbar-connected NoTs topol-
ogy (XNoTs) is an n-stacked NoTs, where all inter-tier links
on the pillar (x, y) and all local links to cores (x, y, z) are
connected via a crossbar switch, where 0 ≤ z < n. At least
the bottom NoT must guarantee reachability between any
pair of cores.
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Figure 5 shows an example of an XNoTs topology, in
which all inter-tier links and cores in every pillar are con-
nected via a crossbar switch. We call such a crossbar switch
a “pillar router” in order to distinguish it from tier routers.

Notice that since at least the bottom NoT (i.e., NoT on
tier-0) always guarantees reachability between any pair of
cores via pillar routers by itself, the same is not mandatory
for the other NoTs. For instance, Figure 6(a) shows a two-
stacked XNoTs topology, where the bottom NoT guarantees
reachability between all cores but the upper one does not.
Therefore, reachability between any pair of cores on tier-1
is still guaranteed by the bottom NoT, even if it is not guar-
anteed within the NoT on tier-1. In addition, it is possible
to selectively employ a path set at the specific tiers, such as
the bottom tier, which is close to the heat sink of the chip, in
order to mitigate the heat-dissipation problem of 3-D ICs.

Various forms of XNoTs can be created, since XNoTs
provide a flexibility to employ a proper network topology
on each tier so as to meet the cost-performance require-
ments of the target application.

As an example of XNoTs, we created a mesh-based
XNoTs topology called “X-mesh” (Figure 6(b)). Similarly,
we created the following XNoTs topologies: a torus-based
XNoTs topology (“X-torus”), a ring-based XNoTs topology
(“X-ring”, Figure 6(c)), a tree-based XNoTs topology (“X-

Source

Destination

(a) Different NoTs in an XNoTs (b) X-mesh

(c) X-ring (d) X-ft241

Figure 6. Examples of XNoTs topologies (pil-
lar routers are not shown for simplicity)

ft241”, Figure 6(d)) 1, and an asymmetric XNoTs topology
that consists of different planar topologies (Figure 6(a)).

3.2 Deadlock-Free Routing Algorithm

Various routing algorithms can be utilized on an XNoTs
topology as well as on the topology used in each tier.
Routing algorithms are categorized as adaptive routing or
deterministic routing. Adaptive routing that dynamically
changes paths of packets can offer high channel utilization,
but, unlike deterministic routing in which paths are stati-
cally fixed, it cannot guarantee in-order packet delivery that
a communication protocol often requires. The designer thus
selects one of them, depending on the system requirements.

Both adaptive and deterministic routings for XNoTs are
designed using the following procedure. a) Impose the con-
ditions for all intra-NoT communications to avoid dead-
locks. b) Impose the conditions for all inter-NoT communi-
cations to avoid deadlocks. c) Search for the shortest paths
that satisfy the above conditions.

a) Restrictions on Intra-NoT Communications
The routing restrictions on intra-tier communications

1We named this tree-based XNoTs topology “X-ft241”, because a Fat
Tree (2,4,1) is used for each NoT in it, as shown in Figure 6(d).



must satisfy the following two conditions: 1) deadlock-
freedom is guaranteed as long as every packet is routed in-
side a single NoT; 2) the reachability between any pair of
cores is guaranteed using only the bottom NoT.

Various deadlock-free routing algorithms or conditions
can be used for the routing restrictions on each NoT, such
as dimension-order routing (DOR) for meshes and tori[5],
and up*/down* routing for arbitrary irregular topologies.
Notice that the packet transfer across tiers is beyond the
scope of the restrictions, because the restrictions work for
the packet transfer within a single NoT.

b) Restrictions on Inter-NoT Communications
Packet transfer from a lower-numbered NoT to a higher-

numbered NoT is prohibited in order to prevent deadlocks
across tiers, unless the next hop is a pillar router directly
connected to the destination.

c) Search Shortest Paths
Search for the shortest paths between every pair of cores

by using Dijkstra’s algorithm under the conditions that (i)
each channel has the same constant cost, and (ii) all channel
transitions on prohibited turns are forbidden.

Alternative shortest paths can be found at this step. In
the case of deterministic routing, a single path is selected
from alternative paths based on a certain policy, such as
random[9]. Such a path selection algorithm is commonly
required to implement a deterministic routing when the
routing algorithm provides alternative paths.

Theorem The routing designed with the above procedure
guarantees deadlock-freedom.

Proof The routing guarantees deadlock-freedom, because
no dependency occurs as follows.

1. No cyclic dependency is formed in each tier, because
a packet must follow the restrictions for deadlock-
freedom, as long as the packet is transferred on the
single tier.

2. No cyclic dependency is formed across tiers, because
a packet is passed between tiers only in the descending
order.

3. No cyclic dependency is formed within a pillar, be-
cause a pillar router is a crossbar switch.

This idea to guarantee deadlock-freedom and connectiv-
ity between all cores is similar to that of Descending Layer
routing[10] for system area networks.

The symmetric XNoTs topologies, in which all tiers em-
ploy the same planar topology, would be selected in order
to simplify the 3-D IC design. Such a symmetric structure
of XNoTs can further simplify the routing algorithm, as fol-
lows: since every NoT can provide shortest paths between

any pair of cores, each pillar router selects a path by indi-
cating a tier to be used, based on a certain policy. The path
selection algorithm is also used for this selection.

A routing design is also extended in the special case
where only a part of source-destination pair requires in-
order packet delivery in an XNoTs topology. In such a case,
adaptive routing and deterministic routing for different tiers
can be used in the XNoTs. For example, only the bottom
NoT employs DOR as a deterministic routing which can
guarantee in-order packet delivery, whereas the other NoTs
use Duato’s protocol as an adaptive routing for higher chan-
nel utilization. The decision about which NoT to use for
transferring a packet is made by pillar routers in this case.

3.3 Layout of Pillar Routers

The above discussion introduced XNoTs from the view-
point of topology. In this section, we discuss how to place
pillar routers on them.

We propose to integrate a pillar router and all network
interfaces (NIs) into a same pillar. That is, a single net-
work interface is shared by all vertically arranged cores in
an XNoTs topology as shown in Figure 7(b), unlike typical
direct networks such as 3D-mesh, in which every node has
its own network interface that connects its local core and
router as shown in Figure 7(a). Such network interfaces are
used as many as pillar routers in an XNoTs topology, while
each of them requires 2n-channel, where n is the number of
tiers stacked in the XNoTs.

Since a crossbar switch is formed across tiers in a pillar,
inter-tier links rapidly increase as tiers increase, and consid-
erable area would be required for them. However, symmet-
ric XNoTs topologies can further simplify such a crossbar
switch and reduce its inter-tier connections, because the net-
work interface does not forward packets from a router to the
other routers in symmetric cases, as mentioned previously.

Based on a detailed design of routers and network inter-
faces in a 0.18µm CMOS, we estimated the total network
logic area including inter-tier vias (see Section 4.5).
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4 Evaluations

As typical XNoTs topologies, we evaluated X-mesh,
X-torus, X-ft141, X-ft241, and X-ft441 in terms of ideal
throughput, average hop count, simulated throughput, com-
ponent count, network logic area, and energy consumption.
The pros and cons of these topologies are discussed at the
end of this section.

4.1 Ideal Throughput

The ideal throughput of a network is the data acceptance
rate that would result from perfectly balanced routing and
flow control with no idle cycles; it is calculated as [5]

Θideal ≤ 2bBc

N
(1)

where N is the number of cores, b is the channel bandwidth,
and Bc is the channel bisection of the network.

Array sizes for horizontal and vertical directions are not
always the same (e.g., a 3-D IC that has two tiers, each of
which consists of a 4×4 mesh). Such a network sometimes
offers different bandwidths for the horizontal direction and
the vertical one. Here, the bisection bandwidth is naturally
extended into three dimensions; that is, the horizontal chan-
nel bisection, Bch, is defined as the minimum channel count
over all vertical bisections of a network. Similarly, the ver-
tical channel bisection, Bcv, is defined as well. Even if a
network offers different Bch and Bcv, its channel bisection
is limited by the smaller one; thus Bc = min(Bch, Bcv).

Table 1. Channel bisection Bc (N = 2i × 2i)
N -core × n 16-core × 1 16-core × 4

X-ft141 min(4n, nN) 4 ( 4, -) 16 (16, 64)
X-ft241 min(2i+1n, nN) 8 ( 8, -) 32 (32, 64)
X-ft441 min(4in, nN) 16 (16, -) 64 (64, 64)
X-mesh min(2i+1n, nN) 8 ( 8, -) 32 (32, 64)
X-torus min(2i+2n, nN) 16 (16, -) 64 (64, 64)
3D-mesh min(2i+1n, 2N) 8 ( 8, -) 32 (32, 32)
3D-torus min(2i+2n, 4N) 16 (16, -) 64 (64, 64)

Table 1 lists the Bc of 3-D topologies. It also shows their
Bch and Bcv in parentheses. Note that Bcv is not available
in the single tier case. The channel bisections of X-ft441, X-
torus, and 3D-torus are the same; thus they offer equivalent
ideal throughput. Similarly, those of X-ft241, X-mesh, and
3D-mesh are comparable. We confirmed their throughputs
by using a flit-level network simulator (see Section 4.3).

Some topologies have unbalanced Bch and Bcv. For ex-
ample, X-ft141 has a larger Bcv than Bch; thus it cannot ex-
ploit the vertical bandwidth due to the horizontal one in the
case of uniform traffic, in which each source sends equally
to each destination. However, if traffic pattern has locality,

the penalty could be compensated by the task mapping that
tries to place a pair of tasks which frequently communicate
each other on the same pillar. This is advantageous to the
energy consumption, because required energy for traveling
in the vertical direction is smaller than that for the horizon-
tal one such as in core-to-core communications on a tier.

4.2 Average Hop Count

Average hop count affects communication latency. It
also affects energy consumption, which is one of the most
crucial factors in modern embedded devices. We define the
average router hop count, Hrt, as the number of routers a
packet passes through on average in the case of uniform
traffic. Similarly, we define Hni as the average number of
network interfaces a packet passes through.

Table 2. Average router hop count Hrt (Hni is
shown in parentheses)

routing 16-core × 1 16-core × 4
X-ft ‡ up*/down* 2.60 (2.00) 2.48 (1.95)
X-mesh DOR 3.67 (2.00) 3.54 (1.95)
X-torus DOR 3.13 (2.00) 3.03 (1.95)
3D-mesh DOR 3.67 (2.00) 4.81 (2.00)
3D-torus DOR 3.13 (2.00) 4.05 (2.00)
† X-ft refers X-ft141, X-ft241, and X-ft441.

Table 2 shows the Hrt of 3-D topologies. The Hrt of
3D-mesh and 3D-torus increased as the number of tiers in-
creased, whereas the Hrt of XNoTs topologies slightly de-
creased. As for XNoTs topologies, if the source and des-
tination cores are in the same pillar, the packet can reach
the destination via a network interface; thus it does not go
through any routers in such cases. This is why the Hrt of the
XNoTs topologies was reduced when the number of tiers
increased.

Table 2 shows Hni of these topologies in parentheses.
The Hni of 3D-mesh and 3D-torus was always two, be-
cause each packet goes through the network interfaces of
the source and destination cores. As for XNoTs topologies,
on the other hand, a packet can reach the destination via a
network interface when the source and destination cores are
in the same pillar; otherwise it passes through two network
interfaces as in the 3D-mesh and 3D-torus cases. Thus, the
Hni of the XNoTs topologies is less than two in the cases
of multiple tiers.

As shown, the average hop counts of the XNoTs topolo-
gies are smaller than those of 3D-mesh and 3D-torus; thus
we can expect that X-mesh and X-torus offer better energy
efficiency than 3D-mesh and 3D-torus. We confirm this in
Section 4.6.
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Figure 8. Performance of grid-based XNoTs

4.3 Simulated Throughput

A flit-level simulator written in C++ was used to confirm
deadlock-freedom and measure the throughput on XNoTs
topologies. A simple model of a wormhole router, which
corresponds to the router used in the area evaluation (see
Section 4.5), was used as a switching fabric in the simula-
tor. A header flit requires at least three clock cycles to be
transferred to the next router or core; one cycle for the rout-
ing computation, one cycle for allocating a virtual-channel
and a crossbar, and the remaining cycle for transferring the
flit to the next router or core. Wormhole switching was used
as a switching technique on the router. The nodes inject
packets independently of each other, and we set the packet
length for 16-flit including one header flit. We used uniform
synthesis traffic as a baseline.

Table 3. Routing algorithm in each topology
algorithm # of VCs path selection

X-ft † up*/down* 1 N/A
X-mesh DOR 1 random
X-torus DOR 2 random

3D-mesh DOR 1 N/A
3D-torus DOR 2 N/A
† X-ft refers X-ft141, X-ft241, and X-ft441.

The performance depends on the routing algorithm used
in a topology. In this simulation, we selected dimension-
order routing for 3D-mesh and 3D-torus. As for XNoTs
topologies, dimension-order routing was also used in each
tier in grid-based XNoTs, and up*/down* routing was used
in each tier in tree-based ones, as listed in Table 3. These
routing algorithms are popularly used in meshes, tori, and
trees, respectively. Deterministic routing on XNoTs pro-
vides alternative shortest paths when multiple tiers are avail-
able and source and destination are not in the same pillar.
As a simple path selection policy, we used random, which
randomly selects a path from alternative paths.

First, we compare the grid-based XNoTs topologies with
3D-mesh and 3D-torus. Figure 8 shows the throughput (ac-
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Figure 9. Performance of tree-based XNoTs

cepted traffic) versus the latency in the case of uniform traf-
fic. As shown in the graphs, X-mesh and X-torus achieve
equivalent performance to those of 3D-mesh and 3D-torus,
respectively.

Figure 9 shows the results on tree-based XNoTs topolo-
gies. The performance of 3D-mesh and 3D-torus are also
shown in the graphs, for comparison. As we expected, X-
ft441 offers the highest performance among the tree-based
ones, and it also achieves equivalent throughput to those of
3D-torus and X-torus. These results are consistent with the
channel bisection of each topology analyzed in Section 4.1.

4.4 Component Count

The number of routers and network interfaces in a chip
affects the network logic area and the implementation cost.

Table 4 lists the number of routers in 3-D topologies. The
node degree of routers, which means the maximum number
of channels a router has, is shown in parentheses. The num-
bers of routers required for 3D-mesh and X-mesh are the
same, but the size of each router in X-mesh is smaller than
that in 3D-mesh, because the node degree of X-mesh is five
while that in 3D-mesh is seven. The same can be said for
3D-torus and X-torus. As for tree-based XNoTs, they re-
quire less than or equal to half the routers that grid-based
topologies such as meshes and tori need.

Table 4 does not consider network interfaces (or pillar
routers in XNoTs), which require considerable area in the
case of XNoTs topologies. Number of network interfaces
and their node degree are shown in Table 5. As shown,
the number of network interfaces in an XNoTs topology is
the same as that of pillars, while each network interface re-
quires 2n channels, where n is the number of tiers stacked
in the XNoTs topology.

From the above discussion, we can expect that the net-
work logic area of an XNoTs topology will be smaller than
(or at least equal to) that of the corresponding 3-D topol-
ogy such as 3D-mesh or 3D-torus, unless the network inter-
faces for XNoTs take up a considerable area. In addition,
we need to calculate the area overhead of vertical-links. In



Table 4. Number of routers (N = 2i × 2i; node
degree is shown in parentheses)

N -core × n 16-core × 1 16-core × 4
X-ft141 n(4i − 1)/3 5 (5) 20 (5)
X-ft241 n(4i − 2i)/2 6 (6) 24 (6)
X-ft441 n(4i−1i) 8 (8) 32 (8)
X-mesh nN 16 (5) 64 (5)
X-torus nN 16 (5) 64 (5)
3D-mesh nN 16 (7) 64 (7)
3D-torus nN 16 (7) 64 (7)

Table 5. Number of network interfaces (node
degree is shown in parentheses)

N -core × n 16-core × 1 16-core × 4
XNoTs N 16 (2) 16 (8)
3D-mesh nN 16 (2) 64 (2)
3D-torus nN 16 (2) 64 (2)

the next section, we evaluate them by using a detailed de-
sign of routers and network interfaces.

4.5 Network Logic Area

The network logic area in a 3-D NoC is composed of
routers, network interfaces, and vertical links. To obtain the
network logic area for each topology, we firstly estimated
the area used in routers and network interfaces, and then
calculated the area for vertical links.

To estimate the size of routers and network interfaces
in a topology, we implemented a wormhole router that sup-
ports various node degrees. We also developed an NoC gen-
erator that automatically connects the routers and network
interfaces in the arbitrary network topologies. Using the
Synopsys Design Compiler, we synthesized the generated
NoC design with a TSMC 0.18µm standard cell library and
estimated the network logic area. The behavior of the syn-
thesized NoC routers was confirmed through a gate-level
simulation assuming an operating frequency of 250MHz.

The router architecture was fully pipelined, and it trans-
ferred a header flit through four pipeline stages that con-
sisted of a routing computation, virtual-channel allocation,
crossbar allocation, and crossbar traversal. The flit-width
was set to 32-bit, and each pipeline stage had a buffer for
storing one flit. The routing decisions were stored in the
header flit prior to packet injection (i.e., source routing);
thus routing tables that require register files for storing rout-
ing paths were not needed in each router, resulting a low
cost router implementation.

A network interface in XNoTs topologies was also im-
plemented as a 2n-channel router, where n is the number
of tiers. As for 3D-mesh and 3D-torus, on the other hand,

we implemented a simple network interface that employs a
2-flit FIFO buffer for both the core-to-network and network-
to-core interfaces, for a fair comparison.

The XNoTs topologies evaluated in this section are all
symmetric XNoTs, in which every tier can provide the
shortest paths. The pitches of a through-wafer via can range
from 1µm to 10µm square[6, 7, 12], depending on the man-
ufacturing process (e.g., accuracy of wafer-to-wafer align-
ment). In this evaluation, the size of a through-wafer via
was set to 5µm square, and the flit-width was set to 32-bit.
Then, we calculated the through-via area according to the
number of all unidirectional 1-bit links between tiers.

Figure 10(a) and 11(a) show the total network logic area
of 3-D topologies. In the graphs, areas for routers, network
interfaces, and through-vias are identified by different col-
ors. The ratio of the through-via area to the total is shown in
parentheses. In the case of 4-tier (11(a)), XNoTs topologies
require a larger network interface area compared with 3D-
mesh and 3D-torus, because their network interfaces were
implemented as routers connecting all tiers. On the other
hand, X-mesh and X-torus require a smaller router area than
3D-mesh and 3D-torus, since their node degree is smaller
than 3D-mesh and 3D-torus (see Table 4).

Although XNoTs topologies need more through-vias
than 3D-mesh and 3D-torus do, the ratio of through-via
area is several percent when the via pitch is 5µm square, as
shown in the graphs. Notice that the through-via area would
be further reduced when the pitch becomes 1µm square.
The area overhead of vertical links in XNoTs can be com-
pensated by their router area reduction. Actually, in the
4-tier case (Figure 11(a)), X-torus requires 12.3% smaller
total area than 3D-torus, and X-mesh’s total area is 3.4%
smaller than that of 3D-mesh.

4.6 Energy Consumption

The average energy consumed to transmit a single flit
from source to destination can be estimated as [16]

Eflit = wH(Esw + Elink) (2)

where w is the flit-width, H is the average total hop-count
(i.e., H = Hrt+Hni), Esw is the average energy to switch a
1-bit data inside a router (or a network interface), and Elink

is the 1-bit energy consumed in a link.
We used the Synopsys Power Compiler to extract Esw of

the router synthesized with the 0.18µm standard cell library.
The switching activity of the running router was captured
through the gate-level simulation of the synthesized router.
The gate-level power analysis based on this switching ac-
tivity shows that Esw is 1.13pJ when the router is operating
at 250MHz with a 1.8V supply voltage.

Elink can be calculated as

Elink = dV 2Cwire/2 (3)
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Figure 10. Network logic area and energy consumption to transmit a single flit (16-core × 1-tier)
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Figure 11. Network logic area and energy consumption to transmit a single flit (16-core × 4-tier)

where d is the average 1-hop distance (in millimeters), V
is the supply voltage, and Cwire is the wire capacitance
per millimeter. Cwire can be estimated using the method
proposed in [8], and is 414fF/mm in the case of a semi-
global interconnect in the 0.18µm CMOS technology. For
instance, Elink is 0.67pJ when the 1-hop distance is 1mm
on average. The average 1-hop distance, d, depends on
the distance between neighboring cores (i.e., granularity of
core). We assumed two cases: the fine-grain case (core
size = 1.5mm square) and the coarse-grain case (core size
= 3.0mm square). In addition to Elink for the horizontal
wires, we calculated Elink for the vertical links, assuming
that the capacitance of an inter-tier via is 4.34fF[7], which
is approximately the capacitance of a 10µm wire.

We derived Eflit based on Equation 2 with the various
parameters mentioned above. Figure 10(b) and 11(b) shows
Eflit of each topology in the case of fine-grain cores. To-
tal energies consumed in routers (total Esw) and links (to-
tal Elink) are identified by different colors. Although d of
3D-torus is longer than that of 3D-mesh due to the folded
layout, its average hop count, which affects both total Esw

and total Elink , is fewer than that of mesh; thus 3D-torus
requires a slightly smaller Eflit compared with 3D-mesh in
the case of four tiers (Figure 11(b)). As for X-mesh, its total
Elink is almost the same as that of 3D-mesh, but its average
hop count is smaller than that of 3D-mesh; thus X-mesh
requires 14.3% smaller Eflit than 3D-mesh, as shown in
Figure 11(b). Similarly, X-torus consumes 12.0% less total
energy than 3D-torus does.

Figure 10(c) and 11(c) shows the results for coarse-grain
cores. As the core size enlarges, the impact of Elink in-
creases; therefore 3D-torus, which has long wires, con-
sumes slightly more energy compared with 3D-mesh. As
well as the fine-grain case mentioned above, X-mesh and
X-torus require less energy than 3D-mesh and 3D-torus.

4.7 Discussion

We discuss the pros and cons of the XNoTs topolo-
gies we created, in terms of channel bisection, average hop
count, network logic area, and energy consumption in the
case of 16 cores × 4 tiers. For simplicity, we use chan-
nel bisection as a performance metric, because the actual
throughput is highly dependent on the environments, such
as I/O performance, traffic pattern, and routing algorithm.

Tree-based XNoTs topologies are advantageous in terms
of performance per cost. Actually, the required silicon bud-
get for X-ft441 is smaller than that of 3D-torus while it
achieves the torus-level performance as we confirmed in
Section 4.3. On the other hand, their downside is energy
consumption when their core is enlarged. Although they
consume energy as much as 3D-mesh and torus in the fine-
grain case, their energy consumption is increased as their
core becomes large, because much energy is consumed in
their long wires around the root of tree. As for grid-based
XNoTs, X-torus achieves good performance per cost and
performance per energy compared with 3D-torus. Although
X-mesh offers almost the same performance per cost as 3D-



mesh, it also has an advantage in energy consumption.
Many other XNoTs topologies can be created by com-

bining various planar topologies such as meshes, tori, rings,
and/or trees. For such topologies, their characteristics such
as performance, cost, and energy consumption could be es-
timated based on the evaluation results provided here.

Although network topologies should be carefully se-
lected so as to meet the requirements of embedded appli-
cations, the topological exploration for 3-D NoCs is still an
emerging research topic and there is currently only a narrow
range of choices, except for 3D-mesh and vertical buses.
Therefore, the XNoTs topologies proposed here would be
attractive alternatives to 3D-mesh when they meet the re-
quirements of the target application.

5 Conclusions

As a new class of network topologies for 3-D NoCs,
we proposed Xbar-connected Network-on-Tiers (XNoTs),
which consist of multiple network layers tightly connected
via crossbar switches. The planar topology on every layer
can be independently customized so as to meet the cost-
performance requirements, as far as network connectivity
is at least guaranteed with the bottom layer. As typical
forms of XNoTs topologies, we created X-mesh, X-torus,
X-ft141, X-ft241, and X-ft441 and evaluated them in terms
of performance, cost, and energy consumption. The eval-
uation results show that 1) X-torus achieves good perfor-
mance per cost and performance per energy compared with
3D-torus; 2) X-mesh offers the equivalent performance per
cost of 3D-mesh; 3) X-ft441 also outperforms 3D-torus in
terms of performance per cost, but it consumes more energy
when the core size becomes large. Thus, we confirmed that
XNoTs topologies achieve at least as high throughput as ex-
isting 3-D topologies for equivalent chip sizes, even though
XNoTs provide the flexibilities mentioned above.

Although only a small number of tiers is currently con-
sidered as feasible for the 3-D IC integration due to the heat-
dissipation and yield limitations, we are planning to develop
an efficient inter-tier network interface architecture, which
can keep vertical links reasonable even when the number
of tiers grows. One idea is to impose routing restrictions
that prohibit a part of the packet transfer between cores and
tier routers in order to simplify the crossbar switch of the
network interface. Another idea is to partition the single
crossbar into smaller crossbars. We will carefully consider
the both possibilities as a future work.
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