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Outline: 3D WIiNoC Architectures

So far we focused on 2D WINoC architecture and its
physical link design. This part explores 3D WINoC
architectures, especially inductive-coupling 3D option.

3D IC technologies: Wired vs. Wireless [smin]

* Prototype systems: Cube-0 & Cube-1 [15min]

 Wireless 3D NoC architectures [15min]
— Ring-based 3D WINoC
— Irregular 3D WINoC

e Experiment results and Summary [iomin]
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Design cost of LSI is Increasing

o System-on-Chip (SoC)
— Required components are integrated on a single chip
— Different LSI must be developed for each application
« System-in-Package (SIP) or 3D IC

— Required components are stacked for each application
__-—_=-—'"—————_'—_-==__-=\

By changing the chips in a package, we can provide a

wider range of chip family with modest design cost
s <« SKRAM cn|p

Bottom ch|p
(CPUs and 1/0)

Next slides show techniques for stacklng multiple chips




3D IC technology for going vertical

Wired

Two chips
(face-to-face)
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Inductive coupling link for 3D ICs

Stacking after chip fabrication
More than Only know-good-dies selected

3 chips =

Bonding wires
\ for power supply

— et

We have developed some prototype systems of
wireless 3D ICs using the inductive coupling

=] / “

N

Inductor for transceiver Footprint of inductor
Implemented as a square coll Not a serious problem. Only
with metal in common CMOS metal layers are occupied

Note: This part focuses on inter-chip wireless, not the intra-chip

wireless introduced in Parts Il and 111.
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Outline: 3D WIiNoC Architectures

So far we focused on 2D WINoC architecture and its
physical link design. This part explores 3D WINoC
architectures, especially inductive-coupling 3D option.

e 3D IC technologies: Wired vs. Wireless [smin]

Prototype systems: Cube-0 & Cube-1 [i5min]

 Wireless 3D NoC architectures [15min]
— Ring-based 3D WINoC
— Irregular 3D WINoC

e Experiment results and Summary [iomin]
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AN example: MuCCRA-Cube (2008)
e 4 MUuCCRA chips are stacked on a PCB board
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Technology: 90nm [Saito,FPL'09]
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Stacking method: staircase stacking

 Inductive-coupling link

— Local clock @ 4GHz System clock for NoC: 200MHz
— Serial data - 35-bit transfer for each clock

Pillar
/\ TX TX /\ llllllll
TxDaIta‘ T T

E We have fabricated some prototype multi-core
systems using this wireless technology

TX | Inductor (TX) l l Q‘T Clk
A TX TX Al "
A | Inductor (RX) 1 K
_ocal clock shared by neighboring chips; No global sync.




An example:

Cube-0 (2010)

e Test chip for vertical communication schemes

— Vertical point-to-point i

nk between adjacent chips

— Vertical shared bus (broadcast) 2.1mm x 2.1mm

[Matsutani, NOCS'11]

e Each chip has

— 2 routers
— Inductors (P2P ring)

— Inductors (vertical bus)

Process: Fujitsu 65nm (CS202S2)
Voltage: 1.2V
System clock: 200MHz
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An example: cube-0 (2010)

e Test chip for vertical communication schemes
— Vertical point-to-point link between adjacent chips

— Vertical shared bus (broadcast) 2.1mm X 2.1mm
[Matsutani, NOCS'11] < >
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An example: cube-0 (2010)

e Test chip for vertical communication schemes
— Vertical point-to-point link between adjacent chips

— Vertical shared bus (broadcast)
[Matsutani, NOCS'11] <
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An example: cube-1 (2012)

e Test chips for building-block 3D systems
— Two chip types: Host CPU chip & Accelerator chip

— We can customize number & types of chips in SiP
[Miura, IEEE Micro 13] .

e Cube-1 Host CPU chip
— Two 3D wireless routers
— MIPS-like CPU

I ll!_”_lllllll_ll_lll_lI_llllll

e Cube-1 Accelerator chip
— Two 3D wireless routers
— Processing element array

Mar 24th, 2014 Hiroki Matsutani, "3D WIiNoC Architecild




An example: cube-1 (2012)

e Microphotographs of test chips  [miura, IEEE Micro 13]

TG TR T T R [.:-..J r-b, i-.'E.LFI [-“_j

b i

P A A A

__HostCPU
Accelerator 1
Accélie: ‘r:atdf_ f
/oo pps poRRSe ST TR a2 estanannsaaiannrisisisnrstesanthl

Accelerator 3
'I!'l'- \ \‘-.ll'l\\‘ \1\‘“
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An example: cube-1 (2012)

* Block diagram of CPU & Accelerator chips
‘96'0 MIPS-Compatible CPU Core /
& / F /b /EX /MEM /wWB / /

/ / /

/ Memory Controller, Registers

_I:Ios:c_CP[.{

PEATY S M M e M e M /L
sl r r 2 r r 7
/ Configuration Memory HMicro-Controller/Z

Multi-Core Accelerator 1

Me Multi-Core Accelerator N 15




An example: cube-1 (2012)
* Inductive- coupllng ThruChip Interface (TCI)

/ 35bit Packet Structure \ CPU Core
35 33 32 1
Header Payload \ R Network Interface \
Transfer Type:
Command/Address “‘% Data Llnk
Single Packet Data . \
\_ Burst Multi-Packet Data Y, \ 1§ Clock Ll"k

[|Rx | Host CPU

\ Accelerator Core \
A\ .‘ &

Router
'* \
Network
Tﬁ::r?alr::(e \Packet EnlDecode\ Interface  \Packet EnIDecode\\

N\~ D

| Rx | «<— | Rx | | Accelerator 1
| Rx |f — IS I — | RX | | Accelerator 2
' Uplink Downlink

Note: Please refer to Part I11 for antenna design for on-chip wireless.
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An example: cube-1 (2012)

Mar 2<

Rngcket J-35 Footer bit “9”
RetiminaClk 3obit Parallel Data Latch
etimin
L 9 T SO 71
Counter < 36:1 Shift-Register-Type Demultiplexer /
Replica Bias Rxdata
% \ —l h
Rx BIk ) ) AL —
Tx Blk
Clock Data Il 4 Py
Link Link
Start/Stop Zg—-—-‘* H H
|: Counter < J]ﬂ"""ﬂ"ll_ "" "l" "l | rxdata |
ON"EFF 36:1 Shift-Register-Type Multiplexer \
4

SystemClk l

TxPacket

35bit Parallel Data Latch |

4.35 Footer bit “0” 17




An example: cube-1 (2012)

Cube-1 demo system

* PE array chip performs
|mage processmg
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Outline: 3D WIiNoC Architectures

So far we focused on 2D WINoC architecture and its
physical link design. This part explores 3D WINoC
architectures, especially inductive-coupling 3D option.

e 3D IC technologies: Wired vs. Wireless [smin]
* Prototype systems: Cube-0 & Cube-1 [15min]
Wireless 3D NoC architectures [ismin]
— Ring-based 3D WINoC
— Irregular 3D WINoC

e Experiment results and Summary [iomin]
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Big picture: wireless 3D NoC

« Arbitrary chips are stacked after fabrication

— Each chip has vertical links at pre-specified locations, but
we do not know internal topology of each chip

— Wireless 3D NoC required to stack unknown topologies

Note: We can add long-range
: links to induce small-world
Memory chip effects [See Part 1]
from A . .
Required chips are stacked

for each application

GPU chip
from B

Ll
- -
EiE ¥

CPU chip it 4]
from C A/ .
Mar 24th, 2014 thitectures” l| AN example (4 chips)




Two approaches: Wireless 3D NoC arch

Chips should be added, removed, swapped for each app.
Ring-based approach | lrregular approach

ood Easy to add & remove — We can use any links
Bad— [nefficient hop count — lrregular routing needed
Bad— NO scalabllltL}/ — Plug-and- rprotocol
[Matsutani, NOCS'11] [M tsu ani, ASPDAC’13]

Chip 4 € $ Chip 4 € x

Chip 3* Chip 3$<
- —

i
Chip Chip 1*
- 2

Chip 2

3D winkc Archit{ Chip O 21




Ring-based 3D wireless NoC

e Chips are connected via unidirectional rings

A

Pillar

TX|[TX

A |RX
Router to
horizontal NoC T
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Ring approach: beadlock problem

e Ring inherently includes a cyclic dependency

||

v
TX | TX /
A |RX Buffer j
Router to

horizontal NoC

T

Mar 24th, 2014 Hiroki Matsutani, "3D WiNoC Architectures", Tutoriarat DATE 2> 23



Ring approach: beadlock problem

e Ring inherently includes a cyclic dependency

Pillar T

TX | TX / l

A |RX Buffer
Router to

horizontal NoC

Mar 24th, 2014 Hiroki Matsutani, "3D WIiNoC Architectures”, Tutori 24



Ring approach: beadlock problem

e Ring inherently includes a cyclic dependency

= B
Cannot move

BENEE =

Cannot move T
= = =
TX|TX L'
/ Cannot move
\ 4

A |RX Buffer

Router to <_>.]

horizontal NoC [

Pillar

Any packets cannot advance - Deadlock avoidance is needed




RiINng approach: beadlock avoidance

 Adding extra VCs Cyclic dependency is formed

— Conventional way

— Duplicating buffers

— 2 VCs for each
messaage class

 Bubble flow control

— Buffer space of a single
packet must be always
reserved In each router

— All message classes

share the same buffers

[Puente,ICPP’99]
Mar 24th, 2014 Hiroki Matsutani, "3D WINoC Architectures”, Tutoria




RiINng approach: beadlock avoidance

- Cyclic d d . [
« Adding extra VCs Yo € tne dateline

— Conventional way <_>.<_>
— Duplicating buffers Two VCs

— 2 VCs for each //(VCO and VC1)

message class <—>.<—>

 Bubble flow control

VCO VC1
— Buffer space of a single
packet must be always {
reserved Iin each router
— All message classes
share the same buffers H.]

2 VCs required for a message class; Multi-core uses multiple classes




RiINng approach: beadlock avoidance

° Adding extra VCs ggg:lgg/;clylcgg;érs are occupied
— Conventional way
— Duplicating buffers
l— 2 VCs for each T
message class <—>.<—>

e Bubble flow control l

— Buffer space of a single
packet must be always l

reserved In each router

— All message classes

share the same buffers
[Puente,ICPP’99]
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RiINng approach: beadlock avoidance

Deadlock does not occur unless all

e Adding extra VCs buffers are occupied
— Conventional way 4_).<_>
— Duplicating buffers
— 2 VCs for each T
l message class —ll— |
e Bubble flow control l T o a kot
— Buffer space of a single

reserved In each router

packet must be always l i

— All message classes

|

We employ Bubble flow for CMP with multiple message classes




Outline: 3D WIiNoC Architectures

So far we focused on 2D WINoC architecture and its
physical link design. This part explores 3D WINoC
architectures, especially inductive-coupling 3D option.

e 3D IC technologies: Wired vs. Wireless [smin]

* Prototype systems: Cube-0 & Cube-1 [15min]

e Wireless 3D NoC architectures [ismin]

e Experiment results and Summary [iomin]
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Two approaches: Wireless 3D NoC arch

Chips should be added, removed, swapped for each app.

* Ring-based approach 4 Irregular approach
Good Easy to add & remove ¢ood We can use any links
Bad- |nefficient hop count — Irregular routing needed

Bad— NO scalabilitL}/ | - Plug—andl—vplal}/ Hrotocol
[Matsutani, NOCS'11] [Matsutani, ASPDAC’13

Chip 4 € $ Chip 4 € x

Chip 3* Chip 3$<
s s sl [

Chip Chip

3D WiNof Archit{ ChIp OL

Mar 24t| Chip




Irregular approach: Ad-hoc topology

e Wireless 3D CMPs
e

— Various chips are stacked, Chip 7
depending on the application

 Each chip
— Must have vertical links
— May not have horizontal links Chip 2 EUZI

— May have VCs for horizontal
— We cannot expect the network %

topology, number of VCs, and Chip 0 %
Mar 24th, thg b andVWmnatQt%eroeNﬁJ@nges Tutorial at DA
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Irregular approach: Ad-hoc topology

e Wireless 3D CMPs

— Various chips are stacked,
depending on the application

e Each chip
— Must have vertical links
— May not have horizontal links Chip 2| =——=
— May have VCs for horizontal

Chip7| W&——7H2

4

« Ad-hoc wireless 3D NoC Chipl) W——H=

— We cannot expect the network
topology, number of VCs, and Chipo| ®——=

Mar 24th, thg b andVWmnatQt%eroeNﬁJ@nges Tutorial at DA




Irregular approach: Ad-hoc topology

e Wireless 3D CMPs

— Various chips are stacked,
depending on the application

e Each chip

— Must have vertical links
— May not have horizontal links  cpip 2 :\i'&hor'zwtal
— May have VCs for horizontal

Chip7| W&——m—=2

4

« Ad-hoc wireless 3D NoC Chipl) W——H=

— We cannot expect the network
topology, number of VCs, and Chipo| ®——=

Mar 24th, thg b andv\ldrq;tbl]atgtgjﬂsrﬁvﬁc]agmges Tutorial at DA




Irregular approach: Ad-hoc topology

e Wireless 3D CMPs

— Various chips are stacked, Chip 7
depending on the application

e Each chip Extreme case:
only the bottom hag lin

— Must have vertical links
—May not have horizontal links ¢y, o
— May have VCs for horizontal

lelll

4

« Ad-hoc wireless 3D NoC Chip 1

— We cannot expect the network
topology, number of VCs, and ... 5

4 We need a mechanism to route packets even with such cases




| rregular approach: up*/down* routing

o Up*/down™* (UD) routing [schroeder, JSAC’91]

— Irregular network routing
: Note: Please refer to Part 11/
— A root node Is selected for routing strategy for

— Packets go up and then irregular WiNocCs.
go down

 An example
— 4x4 2D mesh

— A root node Is selected

Mar 24th, 2014 Hiroki Matsutani, "3D WINoC Architech



| rregular approach: up*/down* routing

o Up*/down™* (UD) routing [schroeder, JsAC’91]
— Irregular network routing
— A root node Is selected

— Packets go up and then Up direction
go down

 An example
— 4x4 2D mesh

— Direction (up or down) Is
determined

Mar 24th, 2014 Hiroki Matsutani, "3D WINoC Architech




| rregular approach: up*/down* routing

o Up*/down™* (UD) routing [schroeder, JSAC’91]
— Irregular network routing
— A root node Is selected

— Packets go up and then Up direction
go down

 An example
— 4x4 2D mesh
— Routing path is generated
— Down-up turn is prohibited
— It generates imbalanced

Mar 24th, Zp}aths Hiroki Matsutani, "3D WiNoC Architech




| rregular approach: up*/down* routing

 Up*/down™ (UD) routing [Schroeder, JSAC'91]
— Irregular network routing
: Root
— A root node Is selected chip3 | w——m
— Packets go up and then go down L 1
« Another example Chip2 | |

— 3D NoC with 4 chips

Chipl | W—1—

''''''''''

Chip 0 ——=
6 I

INoC Architectures”, Tutorial at DATE'14 39
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| rregular approach: up*/down* routing

 Up*/down™ (UD) routing [Schroeder, JSAC'91]
— Irregular network routing
— A root node Is selected Chip 3 Ro;(t__’
— Packets go up and then go down L 1
* Another example chipz 2 I+ .
— 3D NoC with 4 chips
' E Chipl | Me—T—™
4 5
Chip 0 B
6 7

Mar 24thsm. INoC Architectures”, Tutorial at DATE'14 40



| rregular approach: up*/down* routing

* Up*/down* (UD) routing [Schroeder, JSAC'91]
— Irregular network routing
— A root node Is selected Chip 3
— Packets go up and then go down

* Another example Chip 2
— 3D NoC with 4 chips

Chip 1

Chin 0
The best spannlng tree root is selected by exhaustive or
heuristic using communication traces (9sec for 64-tile)

—

1




Irregular approach: ub with VCs

[Koibuchi,ICPP’03]
[Lysne, TPDS’06]

« UD routing with multiple VCs
— Each layer (VC) has its own spanning tree
— Packets can transit multiple layers in descent order

Chip3| m——>8 Re—1—H Chip 3
0 1 0 1
hio ‘ ‘ Youcanuse | [lok chio 5
i 8 either VCO or vC1 ||} . N
Chip 1 *<—4* Chip 1
4 5 4 5

I TASS AT T 1

How to recognize the topology & build multiple spanning trees?

Chin 0O




Outline: 3D WIiNoC Architectures

So far we focused on 2D WINoC architecture and its
physical link design. This part explores 3D WINoC
architectures, especially inductive-coupling 3D option.

e 3D IC technologies: Wired vs. Wireless [smin]

* Prototype systems: Cube-0 & Cube-1 [15min]

 Wireless 3D NoC architectures [15min]
— Ring-based 3D WINoC
— Irregular 3D WINoC

Experlment results and Summary [10m|n]




Full-system CMP simulations

Application performance of two approaches is evaluated

* Ring-based approach < Irregular approach
Good Easy to add & remove Good \We can use any links
Bad- |nefficient hop count — Irregular routing needed

Bad— ili _ _and-
ad— NO Scal?mlt'st&fani, NOCS11] Plug-and-play protocol

Chip 4 € $ Chip 4 € x

Chip 3* Chip 3$<
s s

Chip Chip

3D WiNoC Archit{ Chip O i( 44
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Network topology: Irregular

e The following iteration is performed 1,000 times
— Each tile has router and core (e.g., processor or caches)
— Each horizontal link appears with 50%

e We examined three cases: 16, 32, and 64 tiles

16-tile (2,2,4)

=
i[=7

2x2 mesh * 4chips

Mar 24th, 2014

32-tile (4,2,4)

4x2 mesh * 4chips

Hiroki Matsutani, "3D WIiNoC Architectures”, Tutoril

64-tile (4,4,4)




Network topology: Irregular

e The following iteration is performed 1,000 times

rﬂﬂlﬂ +:IA IAAA s~ I+Al‘ Alﬂf\l ra W o W TN IA ~a LT W o W W N alatae N ~ s AAAIAAA\

Among 1,000 random topologies, one with the most typical hop
count value is selected for the full-system evaluation

16-tile (2,2,4) 32-tile (4,2,4) 64-tile (4,4,4)

T 200 3 200 3 200

o S o

(=] o (=]

< 150 Ave 2.93 < 150 <— Ave 3.92 < 150 r=— Ave 4.79 -

2 £ 2

o 100 | o 100 o 100 |

2 2 2

Q© 5] Q©

- - -

5 50 © 50 5 50

] o ]

£ £ £

3 0 — L > 0 > 0 .

< 2 3 4 5 6 7 1< 2 3 4 5 6 7 < 2 3 4 5 6 7
Ideal hop count (uniform traffic) Ideal hop count (uniform traffic)

Ideal hop count (uniform traﬁici

2x2 mesh * 4chips 4x2 mesh * 4chips
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Parallel programs are running on It

GEMS/Simics is used for full-system simulations

* Ring-based approach < Irregular approach
Good Easy to add & remove Good We can use any links

Bad- |nefficient hop count — Irregular routing needed
Bad— ili — —and-
- No sl ani, nocs11y 19N R SRS RE 1

Chip 4 € $ Chip 4 € x

Chip 3* Chip 3$<
s s

Chip Chip

3D WiNoC Archit{ Chip O L 47

Mar 24t Chip




Parallel programs are running on It

GEMS/Simics is used for full-system simulations
Table 1: Topologies to be examined

Routers

CPUs

L2$banks

MCs

16-tile

16

4

32

4

32-tile

32

8

64

8

64-tile

64

8

128

16

Table 2: Simulation parameters

L1$ size & latency

64K / 1lcycle

L2$ size & latency

256K / 6cycle

Memory size & latency

4G / 160cycle

id 7 oOe3olhoid .,
memory—control lerE7 400

[RC/VSA] [ST] [LT]
5-flit per VC
MOESI directory

oothus—control ler@d . sgshhed

=miE0 OApciEls, FOO00o boothus—contral 1er@d
atchdog enabled

raSPARC-III+ Cportid ¢ impl Ox15 wer 0xB5 cloc
rasPARC-III+ ot i impl 0x1E wer 0x55 cloc

raSPARC-III+ ort i impl 0x1% wer 0xE55 cloc
raSPARC-ITI+ ot
t

z

3 impl 0x15 ver OxB5 cloc
4 impl x5 ver OxB5 cloc
5 impl 0xdl5 wer 0xBS cloc
B oimpl @15 ver OxB5 cloc
7 3%l

[z}

P
o

0

o e g
el el el mad )
AR 511 2R R8T R R
T
ﬁIIIIIII
e e

.
rESPARC-III+ Cporti

Router latency

Router buffer size
Protocol

SEmagelaris 9 is running on Table 3: Application programs
#ZeBecore UltraSPARC

3D VNG beniteteurbss TMGria R DAl 14A, SP, BT, FT)4g

impl 0xlS wer O




Application exec time: 16-tile

Ring-based approach (VC flow & Bubble flow controls)

. Irregular approach

e lrregular approach - outperforms Ring-based
onei by 10.8% In 16-tile case.

100 | Ring6(VC) —
Ring3(BF) —=
100 lrr3 (min)

Execution time (normalized)
N A O ®
o () o O o

1S DC CG MG EP LU UA SP BT
Benchmark programs

Mar 24



Application exec time: 64-tile

Ring-based approach (VC flow & Bubble flow controls)

. Irregular approach

e lrregular approach . outperforms Ring-based
onet by 46.0% In 64-tile case.

100 L Ring6(VC) —=
Ring3(BF) ==
100 [rr3 (Min)

o
o

(@))
o

Execution time (normalized)

N £
o o o

Ring has no scalability = Irregular one improves significantly




Application exec time: 16-tile

Irregular (50% of horizontal links are implemented)
. 3D mesh (all horizontal links are implemented)

 Performance of Irregular approach Irr3(min) IS
closed to that of 3D mesh -
120 ' Irr3(max) /—3 ' ' ' ' '
— lrr3 (min) =
® 100 |=...3DMesh mmmmmn e
T
% 80
g 60
S 40
L% 20
0
1S pC CG MG EP LU UA SP BT
Mar 241 2

Benchmark programs



Application exec time: 64-tile

Irregular (50% of horizontal links are implemented)
. 3D mesh (all horizontal links are implemented)

e Performance of Irregular approach lrr3(min) IS
closed to that of 3D mesh -

120 ' Irr3(max) /—3
lrr3 (min) =

100 b ....3D Mes R R

w
O
<
M
0
=

Q
o

Execution time (normalized)
A O
O O

N
o

o

Optimized Irr3(min) improves by 15.1% compared to the worst




Experiment results: cube-1 (2012)

Cube-1 demo system

* PE array chip performs
|mage processmg
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Experiment results: cube-1 (2012)

Mar 24

Technology 65nm CMOS (12-Metal)
Process Chip Area 2.1mm x 4.2mm
Core Area 1.5mm X 3.6mm
CPU Core MIPS R3000 Compatible
Cache 4KB 2Way Instruction Cache
4KB 2Way Data Cache
Host CPU 16-Entry Shared TLB
I/0 3Gb/s TCI, 100Mb/s 32bit External 1/O
Supply Voltage || Core+TCI: 1.2V
External 1/O: 3.3V
PE Array 64 (8x8) Array

Accelerator

Micro-Controller

1Cycle Non-Pipelined

Memory

25bit 2KB 2Bank Data Memory
14bit 128depth Instruction Memory

1/0

3Gb/s TCI x 2Channels for Up/Downlinks

Supply Voltage

PE Array: 0.5~1.2V DVS
Other Core+TCI: 1.2V

3D Processor

ﬁystem Clock

50~100MHz

Chip Stack

Staircase Stacking
Host CPU+Accelerator x1 Stack
Host CPU+Accelerator x3 Stack

Chip Thickness

40um (Bottom Chip: 300pum)
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Experiment results: cube-1 (2012)

Packet Error Rate (PER)

1wl FOwel
Dissipation [mW/ch]

435bit Burst Packet Transmission @ S0MHz System Clock

10
10% [Miura, IEEE Micro 13]
106
Packet error rate:

TL . .
10 Error-free operation at nominal
107 supply voltage
102 : - - ‘ '
10

9 L

3 L

2| Power consumption:

g SEmuch 5.8mW per 2Gbps channel

e (at 0.92V)
°0.8 0.9 1 1.1 1.2 1.3

Supply Voltage [V] o7



Summary: 3D WiNoC Architectures

 Inductive-coupling 3D SIP

— A low cost alternative to build low-volume custom
systems by stacking off-the-shelf known-good-dies

— No special process technology Is required,;
Inductors are implemented with metal layers

e Cube-1: A practical 3D WINoC system
— Two types: Host CPU chip & Accelerator chips
— We can customize number & types of chips in SiP

o\ = ——
- = | Ve W o

w.ulps.reo: kyo.

5
Aot

. miPscPU | E
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Future plans: 3D WiNoC Architectures

Cube-2 design:

e STM 28nm process

e CPU & Accelerator chips

« Memcached accelerator
chip for smart sensors

—

All-in-one TX/RX macro:

e Colil + Routers/buffers
* Coll uses only metal
layers; silicon available

A © mm-wave wireless for

Power/heat management:

« Dynamic on/off control
of inductors
 Closed-loop control
[Elfadel, DATE’13]
(See Part 1)

AT ST SRArTTy

Intra-chip
(See Parts 11 and 1)
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Future plans: 3D WiNoC Architectures

Jumbo inductors: Cartridge style computer:

* Jumbo inductor like a * Insert necessary chips
power ring o « Power/clk from cartridge]

e <lmm communication * Inter-chip data transfers

.| usewireless
Y+ Power from wireless ?7?

 Relax SiIP assembly

AN

Wireless broadcast bus:

e Combine wireless
vertical bus & P2P links

o Static/dynamic TDMA vs.
CSMA/CD

\ « Add a random NoC chip

S  to 3D WIiNoC SiP to

shorten path length
(See Part 1)

alwm ==y
=

_—
| —

Steady Challenglng

Mar 24th, 2014 Hiroki Matsutani, "3D WiNoC Architectures”, Tutorial at DATE'14
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