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Accelerator design for big data
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Today’s talk: Online learning
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Offline vs. Online learning
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Online learning approaches
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ChangeFinder on 10GbE FPGA
• ChangeFinder algorithm

6

[J.Takeuchi, IEEE TKDE'06]
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Input data Xt
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Step 1 (Outlier score):
Receive input data Xt at time t
Calculate outlier score of Xt based on past data
Influence of past data controlled by discount rate r

Step 2 (Smoothing):
Calculate moving average Yt of the outlier score
Smoothing is controlled by window size S

Step 3 (Change-point score):
Step 1 is performed for Yt
The result is change-point score



ChangeFinder on 10GbE FPGA
• ChangeFinder algorithm
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[J.Takeuchi, IEEE TKDE'06]
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ChangeFinder on 10GbE FPGA
• 10GbE NIC datapath by Verilog HDL
• Application logic in wrapper in HLS
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ChangeFinder on 10GbE FPGA
• Throughput: 83.4% of 10GbE line rate
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Youtube Video:
https://www.youtube.com/watch?v=wgTcBfkE5hY



Online learning approaches
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Online learning + unsupervised

Pre-trained 
predictor

OK or NG?
Test data Learning 

predictor
Test data ≒
Training data

Sequential learning
+ Inference

Offline learning Online learning

Inference 
only

Normal values (incl. noise) are learned after the deployment
 Anomaly detection adapted to a given environment

[M.Tsukada, HeteroPar’18]
*Collaboration with Prof. M.Kondo (UTokyo)

+
Unsupervised anomaly detection

(No training data needed)
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Online learning + unsupervised
• Learn vibration pattern of fan + noise
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Youtube Video:
https://www.youtube.com/watch?v=tCw7p7bjwTs



Summary: Online learning FPGA
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Thank you !
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