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IoT: Applications

- ML application in real fields (e.g., anomaly detection)
Factory, monitoring, robot, safety, security, surveillance, ---

““Wheelchair

viovement




Edge AI: Equipment monitoring

« Monitoring of air-conditioning systems (e.g., fans)
Using wireless sensor nodes that can train and predict

LT

=ruF i o — -

RMEHT—S— BB — 5 — RREBE—S— RREBE—5—
4 4
4
3 3 =
& \,\‘ 3
\ ‘ 2 2 2
3 2
> - 1 1
T [ Sty A g\ " o d A T AAY 0 0 - / M A et A - At 0 (U W O DU PSS TS A S
1 ) 0800 0810 08:20 0830 0840 08350 08:00 080 0820 0830 0840 0850 0800 0810 0820 0830 0840 0850
- REENRIP - REESHIP - RYEBHIF - RYE®HI7
5 - REESPELELVEE BEREMPELEOE - RREEBRELEVE BEREEDYELELVE
241D 2D 241D 224D
aa10b021fealff04 2a10b021fealff05 2a10b021feaff06 aa10b021fealff07
L YR Y o] e YRR
AEUERE BEXATUE AEUREE Ny URR AFUSEE ._XXEU. NMueFURE g‘ﬁ AFEUEHE BAAEUE ;Ez.ﬂﬁ ReyFUERR AFEUESEE agﬂ%u: Ny UERR ;E:m
33% —100%— 33% -100% — | 3% -100% — % —100%—
3 67% 0 3 67 % 0 3 67% 0O 33 67 % 0

.



Edge AI: Equipment monitoring

« Wireless sensor nodes that can train and predict [1]
Raspberry Pi Pico, sensors, magnet, battery, LoORa module
On-device learning of neural networks

Wireless Sensor 1 Wireless Sensor 2
’ 02
e, 3 e " ' 0.0100 | 0.0100
i S = < y 0.00500 | 0.00500
3 . e i
., = : . el
b\ a % s
b o fiis - i 1 15:25 15:30 15:35 5:40 1525 15:30 15:35 15:40 15:45 15:50
. 3 N L= o] w—val -
W& _,_ " o i
- ) 5 - - Wireless Sensor 3 Wireless Sensor 4
0.0200 0.0200
o e
5 A il !
\\\\\;\\{\ I 00150 0.0150
\ .3 -
'K\\\\\\\ \ iy \ - 0.0100 0.0100
i -
" o = 0.00500 0.00500
/ g _.' * 2 0 0
. - | 15:25 15:30 1535 5:40 15:45 1550 1525 15:30 15:35 15:40 15:45 15:50
5
o . Y 3 - val - yal
J i
Wireless Sensor Wireless Sensor 6
i
|
0.0200
0.0150
.0100
dl
508 ’ 0.00500 IM
30 X 15:40 15:45 15:50 40

[1] Hiroki Matsutani et al., "On-Device Learning: A Neural Network Based Field-Trainable Edge AI", arXiv:2203.01077 (2022). 4



Edge AI: Classification

Level 6 On-device learning
Communication All/on-device Train and predict at

T s, T

‘ Predict ‘
L]

Cloud side

(Train

Prediction

" only

Edge server

Training and inference on the cloud

Six-level rating for edge intelligence [1]

[1] Z. Zhou et al., "Edge Intelligence: Paving the Last Mile of Artificial Intelligence With i
Edge Computing", Proceedings of the IEEE (2019). Edge Slde 6



On-device learning: Motivation

- Challenges of edge AI: Addressing the gap between
training data and deployed environment

. . ) _yplcal edge Al use case
Training Functio
N \ 1. Collect train data

2. Train at server
3. Predict at edge

At different environments

 Typical solution

v Generalization capability to
' absorb the gap



On-device learning: Motivation

- Challenges of edge AI: Addressing the gap between
training data and deployed environment at low-cost

djustment by
On-device learning

 Typical solution . | Our approach [1]
v Generalization capability to v Small neural networks |
. absorb the gap . ' v Train at deployed environment

________________________________________________________________________________________________________

[1] Mineto Tsukada et al., "A Neural Network-Based On-device Learning Anomaly Detector for Edge Devices", IEEE Trans. on Computers (2020). 9



On-device learning: Two modes

1. Train mode

2. Predict-only mode

Question: How and when is the mode changed?

@® REC

a

Train & predict

[1] Hiroki Matsutani et al., "On-Device Learning: A Neural Network Based Field-Trainable Edge AI", arXiv:2203.01077 (2022).

10



On-device learning: Two approaches

1. Field-tunable Al 2. Field-adaptive Al
Field-engineers can train edge Automatically trained when
Al whenever they want concept drift is detected

rking in Predict Moe) [
N\ @REC_ | Mode T ki
“ I switch

Triggered by ; : Triggered by
train button RN concept drift

g

[1] Hiroki Matsutani et al., "On-Device Learning: A Neural Network Based Field-Trainable Edge Al", arXiv:2203.01077 (!!)22).



On-device learning: Demonstration

On-Device Learning of Neural Networks

on Wireless Sensor Nodes

Srcere W AT T : E L B

q- a s LL L

‘Onm  New dashboard @ OUmNemwn - @

];See the thermal results (blue and pu

On-Device Learning Modules
(Left: Accelerometer, Right: Thermal Camera)

\ Magnet Raspberry Antenna
Accelerometer Pi Pico

LPWA Module ; ‘ \



CEET Ui 3

learning: Other demos

Server rack & computer
Heat map is learned =» Detect unusual event

: 2 . (e « -« 2 et T S
- ..On-Device Learning

p— .~ A,NewjEdge Al,for On;Site, Learning. . & . @ =

. Loss value Loss value

» Hiroki Matsutani ..
lpartmeiof Information and Computer Science!Ke‘ﬁUnivé’rsﬂ -
-

kd

lasaaki Kondo "
= = . # : q,; . e~ » Loss value
Graduate Schabl of Information Science and!Technology, The University of Toky® " . - -
= ¥ :

- . & Vi - & .. 1 »
. ‘On‘id’e'vi‘l:'eil:e;airhng {Cameral

lossfVallieRthadindicatesfdifferencefiiomithelneimalipatteintalsolincieasess

Mobile robot (UAV) Surveillance camera

Normal propeller (white) and damaged propeller (red) Normal behaviors differ depending on position/angle of camera
-> Detect anomaly pattern -> Normal should be learned autonomously
— - 2 N

@Ahéhuly

Unseen|pattern :

2 LY 'Anomaly

Loss value I
T Y b ,‘J“-\»“"*‘"W“V'J‘JJJM "
Lt L e Loss value
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On-device learning: Algorithm

« K-class anomaly detection with K autoencoder
neural networks (i.e., instances)

Each autoencoder is trained to be specialized to each class

moas mode ‘ ‘ ClassO || < Class 1 | . Class 2 Class 3
Input x, l\” “" UM1‘1,JL‘JU”H\W M dew

h

(b) Normaldata (2500rpm 2000rpm, 1500rpm Orpm)

Loss | Update g

\ H m
Class k M JH IH‘HHN |IL '“ M J” “\” whl‘ JLMMM\

(a) Two modes (c) Abnormal data (2500rpm 2000rpm 1500rpm Orpm)

J { \ Class 0 Class 1 | Class 2 l Class 3 |
{ l )

Example: 4-class anomaly detection on cooling fan dataset (mentioned later) {5



On-device learning: Prediction
- Prediction is done by K instances, each of which is

specialized to each class
Input: n-dimensional data, Output: Loss / and class k

Predict Instance 0
mode == | 3 |
Yo = G(x;a+ b)Bo
lo = L(yo,t ' | = min ({;
|0 >(J’0|) > 52131:1(])
| k = argmin (lj)
ﬁ i j<K
____________________________ Target t=x,
_____________________________________________________ . —)
___________________ Instancel | Loss !
----------------------------------------------------- Class k
__________________ Instancez =~
Loss ! TTTTTTTSTTSmTsossossosoesoosooosoosoooooooooooooooes .
Class k ... Instancex -1 |
(a) Two modes (b) Prediction with K instances

Instance with the smallest loss value is “the closest” instance or class



« “The closest instance” is updated with the input data

OS-ELM [1] is used as sequential training algorithm
Batch size is fixed to 1 to eliminate pseudo inverse operation

Predict Train Instance 0 ,
m — | |
ode mode Yo = G(xi + b)Bo :
lo = L(yp, t) ' | = min (1, |
Input x; |0 N 0I 3 i 1<K(1) :
. k = argmin (lj)
ﬁ i j<K :l
\ @ G Po . Target t=x; - .
” o . — _
7 ) o Instancer . Loss | H; = G(xa + b)
{TTTTTTTTTTTTTmsssieoooooooomsoososoooooooooooes . Class k P,;=P;; —P; HT
l i Instance 2 ! k,i ki—1 ki—-14% ~
Loss | Update g I (I'+ HiPyo;_H]) " HiPy iy
Class k Il__________________3[_?_5_15?_(‘_(_:9_[_{_:_1_ _______________ ! Bri=Pri-1+ Pk,iHr{ (t — Hiﬁk,i—l)
(a) Two modes (b) Prediction with K instances (c) Sequential training for instance k

[1] N. Y. Liang, G. B. Huang, P. Saratchandran, N. Sundararajan, "A Fast and Accurate Online Sequential Learning Algorithm for Feedforward

Networks", IEEE Trans. on Neural Networks, vol. 17, no. 6, pp. 1411-1423, Nov. 2006. 19



Evaluations: Execution time

« Raspberry Pi Pico @133MHz + LoRa module

\ Magnet
Accelerometer

LoRa module

R\ TN ST - "
\ ooy SRS 3 Il
n»; Loh ), ..._‘-...f:_f; 4 \:\\\ W
Raspberry @i is'e s S8 CRAS
Pi Pico v O e
- \\.\\\H.‘ \ AN
AN

¢
[

‘N\ M A
. 3 \-\k{\ﬁ-‘ﬁ'ﬁ\.}m

(c) Implemeﬁtation of sensor node

On-device learning Sensing, Prediction, Training Monitor & control




Evaluations: Execution time

« Four 3-layer neural networks (256-32-256 nodes)
. == === Magnet

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Execution time [sec]

Accelerometer

E1.Sense B2. FFT 0O3. Predict x4 O4. Seqgtrain B5. Comm 0O6. Sleep LoRa module
(a) Execution time of on-device learning (total)

0.14
8 0.12
2,
5 0.1
E o0.08
§ 0.06 ¢
5 0.04 ¢
% 0.02
0

\ c 1

Raspberry W

128 256 512 1024 Pi Pico
Number of data points (input size: n)

-@-Predict (N=16) -@-Predict (N=32) © Predict (N=48)

——Seqtrain (N=16)—9—Seqgtrain (N=32)-¢-Seqtrain (N=48) _ X -'5{5\ \‘E@%x .
(b) Execution time of on-device learning (predict & train) (c) Implementation of sensor node

On-device learning Sensing, Prediction, Training Monitor & control




Evaluations: Commmunication size

- Communication size reduction not sending train data

Magnet

Accelerometer

LoRa module

Acceleration data (1024 * 2B)

Sense

Vibration data (512 * 28B) '/FFI' S
/ RaSPbEI'I'v "n; " \‘\%&%ﬁﬁk\f\\ 1
Detection result (16B) : Pi Pico 2 RN
oo [ On-device : g
learning «
1 4 16 64 256 1024 o
Communication size [bytes] \ % “ © e
(b) Communication size reduction by on-device learning (c) Implementation of sensor node

On-device learning Sensing, Prediction, Training Monitor & control




Evaluations: Cooling fan dataset

- Trained at normal but predict at noisy environment
= Predict only: Cannot adapt to the noisy environment ®
On-device learning: Can adapt to the noisy environment ©

Big difference between training function and testing function

Normal environment Noisy environment
Trained at normal Deployed at noisy
environment environment

Can anomaly detect?

(Normal environment: office room, Noisy environment: near a ventilation fan) 273



Evaluations: Cooling fan dataset

- Trained at normal but predict at noisy environment

Predict only: Cannot adapt to the noisy environment ®
On-device learning: Can adapt to the noisy environment ©

i

(a) Dataset measurement

(Normal environment: office room, Noisy environment: near a ventilation fan)
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(b) Normal envnronment (2500rpm, 2000rpm, 1500rpm, Orpm)
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(c) N0|sy enwronment (2500rpm, 2000rpm, 1500rpm, Orpm)
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Evaluations: ROC-AUC / Accurac

- Trained at normal but predict at noisy environment

Predict only: Cannot adapt to the noisy environment ®
On-device learning: Can adapt to the noisy environment ©

Prediction results at noisy environment

2500 rpm 2000 rpm 1500 rpm Orpm Damage 1 Damage 2 4 speeds

100

~J @ Xo]
o o o

)]
o

ROC-AUC / Accuracy [%]
- N w B 9]
o o o o (]

o

B On-device learning (trained at noisy env) BEPrediction only (trained at normal env)

(a) Summary of seven tasks 2



ROC-AUC / Accuracy [%]

Evaluations: ROC-AUC / Accurac

- Trained at normal but predict at noisy environment

Predict only: Cannot adapt to the noisy environment ®
On-device learning: Can adapt to the noisy environment ©

Prediction results at noisy environment

(0-60: 2500rpm, 61-117: 2000rpm, 118-176: 1500rpm, 177-234: Orpm)

100 Normal = Abnormal .
90 :

80 |

70 | \ Can detect abnormal

60 ’ 0 10 20 30 40 50 6!O 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230
< (b) Result of 2500rpm task

40

30

20

10

0

m 2000 rpm 1500 rpm Orpm Damage 1 Damage 2 4 speeds

B On-device learning (trained at noisy env) BEPrediction only (trained at normal env)

(a) Summary of seven tasks 2




ROC-AUC / Accuracy [%]

Evaluations: ROC-AUC / Accurac

- Trained at normal but predict at noisy environment

Predict only: Cannot adapt to the noisy environment ®
On-device learning: Can adapt to the noisy environment ©

Prediction results at noisy environment

100

90
80
70
60
50
40
30
20
10

0

2500 rpm 2000 rpm 1500 rpm

O rpm Damage 2 4 speeds

Damage 1
\_2mage J

B On-device learning (trained at noisy env) BEPrediction only (trained at normal env)

(a) Summary of seven tasks

(0-60: 2500rpm, 61-117: 2000rpm, 118-176: 1500rpm, 177-234: Orpm)
Normal Abnormal

e
o
=

v

L]
h

e
o
@

Loss (raw)
o
(=)
[N

<
o
fary

| \ Can detect abnormal
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(b) Result of 2500rpm task

(0-234: Normal, 235-469: Damagel)
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(c) Result of Damage1l task 2




On-device learning: Summary

Anomaly score

Input .
Monitoring anomaly scores

> of edge devices

‘ Predict ’

& .
®

Train LPWA gateway

L

LPWA: LoRa (923MHz)

Train
IoT sensor Sensing Prediction, Training, Monitor & control
Edge Al Sensing, Prediction Training, Monitor & control

On-device learning Sensing, Prediction, Tr
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